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1. Introduction
1.1. Goals and Objectives

This specification defines a standardized NAND Flash device interface that provides the means
for a system to be designed that supports a range of NAND Flash devices without direct design
pre-association. The solution also provides the means for a system to seamlessly make use of
new NAND devices that may not have existed at the time that the system was designed.

ONFI16.0 provides a standardized definition for the 4800MT/s data rate NAND interface and
includes changes from the past ONFI 5.2 revision (SCA Protocol and ONFI 5.2 errata).

Legacy functionality and form factors that are no longer seen being supported on 4800MT/s
capable NAND devices have been removed from the specification, including:
o Definitions and specifications for legacy interfaces: SDR, NV-DDR, NV-DDR2 and NV-
DDR3
e Definitions for legacy packages: TSOP-48, LGA-52, BGA-63, BGA-100
e Behavioral flows for standard brevity moving forward

Please refer to older ONFI spec revisions on the ONFI website https://www.onfi.org for
information related to these legacy features, form factors and behavioral flows.

1.2. References

The specification references the following specifications and standards:

e JEDEC JESD230G.01 standard. Standard is available at http://www.jedec.org.

1.3. Definitions, abbreviations, and conventions

1.3.1. Definitions and Abbreviations

The terminology used in this specification is intended to be self-sufficient and does not rely on
overloaded meanings defined in other specifications. Terms with specific meaning not directly
clear from the context are clarified in the following sections.

1.3.1.1. address

The address is comprised of a row address and a column address. The row address identifies the
page, block, and LUN to be accessed. The column address identifies the byte or word within a
page to access. The least significant bit of the column address shall always be zero.

1.3.1.2. asynchronous
Asynchronous is when data is latched with the WE_n signal for writes and RE_n signal for reads.

1.3.1.3. block
Consists of multiple pages and is the smallest addressable unit for erase operations.

1.3.1.4. column
The byte (x8 devices) or word (x16 devices) location within the page register.



https://www.onfi.org/
http://www.jedec.org/

1.3.1.5. CTT

Acronym for Center Tap Termination. Refers to the NAND interface termination scheme which
connects the ODT resistance only to Vrr (i.e., 0.5*VccQ). CTT may also refer to the NV-DDR3
interface which utilizes such a termination scheme.

1.3.1.6. data burst

A data burst is a continuous set of data input or data output cycles without a pause. Specifically,
there is not more than a data cycle time of pause within the data sequence.

1.3.1.6.1. data burst end

The host issues a new command after exiting the data burst. This exits NAND read mode and
ends the data burst.

1.3.1.6.2. data burst exit

The host brings CE_n, ALE or CLE high during the data burst. ODT is off (if enabled) when in exit
state and warmup cycles are re-issued (if enabled) if the data burst is continued after exit.

1.3.1.6.3. data burst pause

The host stops DQS (input burst) or RE (output burst) during data burst. ODT (if enabled) stays
enabled the entire pause time and warmup cycles (if enabled) are not re-issued when continuing
the data burst from pause.

1.3.1.7. DBI
Acronym for Data Bus Inversion.

1.3.1.8. DDR
Acronym for double data rate.

1.3.1.9. defect area
The defect area is where factory defects are marked by the manufacturer. Refer to section 3.3.

1.3.1.10. Deselected (ODT state)

When on-die termination is used, the LUN may be in a Deselected, Selected, or Sniff state with
associated actions for each. Refer to section 4.13.

1.3.1.11. device
The packaged NAND unit. A device consists of one or more NAND Targets.

1.3.1.12. DFE
Acronym for Decision Feedback Equalizer.

1.3.1.13. differential signaling

Differential signaling is a method of transmitting information by means of two complementary
signals. The opposite technique is called single-ended signaling. The RE_n and DQS signals may
each have complementary signals enabled to improve noise immunity.




1.3.1.14. Dword

A Dword is thirty-two (32) bits of data. A Dword may be represented as 32 bits, as two adjacent
words, or as four adjacent bytes. When shown as bits the least significant bit is bit 0 and most
significant bit is bit 31. The most significant bit is shown on the left. When shown as words the
least significant word (lower) is word 0 and the most significant (upper) word is word 1. When
shown as bytes the least significant byte is byte 0 and the most significant byte is byte 3. See
Figure 1 for a description of the relationship between bytes, words, and Dwords.

1.3.1.15. Host Target

A set of NAND Targets that share the same host CE_n signal. If CE_n reduction is not used, then
a Host Target is equivalent to a NAND Target.

1.3.1.16. latching edge

The latching edge describes the edge of the RE_n, WE_n, or DQS signal that the contents of the
command/data bus are latched on.

For NV-LPDDR4 (with and without VccQL), the latching edge for data cycles is both the rising
and falling edges of the DQS signal. For Conv. Protocol command and address cycles, the
latching edge is the rising edge of the WE_n signal.

1.3.1.17. LTT

Acronym for Low Tap Termination. Refers to the NAND interface termination scheme which
connects the ODT resistance to Vss. LTT may be used to refer to the NV-LPDDR4 interface
which utilizes such a termination scheme.

1.3.1.18. LUN (logical unit number)

The minimum unit that can independently execute commands and report status. There are one or
more LUNs per NAND Target.

1.3.1.19. na
na stands for “not applicable”. Fields marked as “na” are not used.

1.3.1.20. NAND Target
A set of LUNs that share one CE_n signal within one NAND package.

1.3.1.21. O/M

O/M stands for Optional/Mandatory requirement. When the entry is set to “M”, the item is
mandatory. When the entry is set to “O”, the item is optional.

1.3.1.22. on-die termination (ODT)

On-die termination is a type of electrical termination where the termination is provided by the
NAND device. On-die termination is commonly referred to by its acronym, ODT. Refer to section
4.13.

1.3.1.23. page
The smallest addressable unit for read and program operations.




1.3.1.24. page register

Register used to read data from that was transferred from the Flash array. For program
operations, the data is placed in this register prior to transferring the data to the Flash array.

1.3.1.25. partial page (obsolete)
A portion of the page, referred to as a partial page, may be programmed if the NAND Target
supports more than one program per page as indicated in the parameter page. The host may
choose to read only a portion of the data from the page register in a read operation; this portion
may also be referred to as a partial page.

1.3.1.26. PI-LTT

Acronym for Power Isolated Low Tap Termination. Refers to the NV-LPDDR4 interface variation
which uses both VccQ and VecQL supplies. In this document, another term for PI-LTT is NV-
LPDDR4 with VccQL.

1.3.1.27. read request

A read request is a data output cycle request from the host that results in a data transfer from the
device to the host. Refer to section 4.2 for information on data output cycles.

1.3.1.28. RDCA
Acronym for Read Duty Cycle Adjustment.
1.3.1.29. row

Refers to the block and page to be accessed.

1.3.1.30. SCA
Acronym for Separate Command Address protocol.

1.3.1.31. Selected (ODT state)

When on-die termination is used, the LUN may be in a Deselected, Selected, or Sniff state with
associated actions for each. Refer to section 4.13.

1.3.1.32. single-ended signaling

Single-ended signaling is when a one signal is used to transmit information. The opposite
technique is differential signaling.

1.3.1.33. Sniff (ODT state)
When on-die termination is used, the LUN may be in a Deselected, Selected, or Sniff state with
associated actions for each. Refer to section 4.13.

1.3.1.34. source synchronous

Source synchronous is when the strobe (DQS) is forwarded with the data to indicate when the
data should be latched. The strobe signal, DQS, can be thought of as an additional data bus bit.

1.3.1.35. SR[]

SR refers to the status register contained within a particular LUN. SR[x] refers to bit x in the
status register for the associated LUN. Refer to section 6.13 for the definition of bit meanings
within the status register.




1.3.1.36. target

This term is equivalent to a NAND Target. When there is no potential confusion between NAND
Target and Host Target, the shorter term of “target” is used.

1.3.1.37. Uncorrectable Bit Error Rate, or ratio (UBER)

A metric for the rate of occurrence of data errors, equal to the number of data errors per bits read.
Mathematically, it may be represented as:
UBER = cumulative number of data errors / cumulative number of bits read

Note: The cumulative number of bits read is the sum of all bits of data read back from the device,
with multiple reads of the same memory bit as multiple bits read. For example, if a 100GB device
is read ten times then there would be about 1TB (8x10'2 bits) read. The cumulative number of
data errors is the count of the physical pages for which the device fails to return correct data.

1.3.1.38. Volume

Applies to Conv. Protocol only. A Volume is an appointed address to a NAND Target. Volumes
are used as part of Volume addressing.

1.3.1.39. VREFQ
Input reference voltage.

1.3.1.40. WDCA
Acronym for Write Duty Cycle Adjustment.

1.3.1.41. word

A word is sixteen (16) bits of data. A word may be represented as 16 bits or as two adjacent
bytes. When shown as bits the least significant bit is bit 0 and most significant bit is bit 15. The
most significant bit is shown on the left. When shown as bytes the least significant byte (lower) is
byte 0 and the most significant byte (upper) is byte 1. See Figure 1-1 for a description of the
relationship between bytes, words and Dwords.

1.3.2. Conventions

The names of abbreviations and acronyms used as signal names are in all uppercase (e.g.,
CE_n). “_n”is used indicate an active low signal (i.e., an inverted logic sense). It is acceptable to
use the overbar, trailing slash (\), or # symbol rather than “_n” to indicate an active low signal. “_t”
is used to indicate the true signal and “_c” is used to indicate the complementary signal when
using differential signaling for a signal pair (e.g., RE_n or DQS).

Fields containing only one bit are usually referred to as the "name" bit instead of the "name" field.
Numerical fields are unsigned unless otherwise indicated.




1.3.2.1. Precedence

If there is a conflict between text, figures, state machines, timing diagrams, and tables, the
precedence shall be state machines, timing diagrams, tables, figures, and then text.

1.3.2.2. Keywords
Several keywords are used to differentiate between different levels of requirements.

1.3.2.2.1. mandatory
A keyword indicating items to be implemented as defined by this specification.

1.3.2.2.2. may
A keyword that indicates flexibility of choice with no implied preference.

1.3.2.2.3. optional

A keyword that describes features that are not required by this specification. However, if any
optional feature defined by the specification is implemented, the feature shall be implemented in
the way defined by the specification.

1.3.2.2.4. reserved

A keyword indicating reserved bits, bytes, words, fields, and opcode values that are set-aside for
future standardization. Their use and interpretation may be specified by future extensions to this
or other specifications. A reserved bit, byte, word, or field shall be cleared to zero, or in
accordance with a future extension to this specification. The recipient shall not check reserved
bits, bytes, words, or fields.

1.3.2.2.,5. shall

A keyword indicating a mandatory requirement. Designers are required to implement all such
mandatory requirements to ensure interoperability with other products that conform to the
specification.

1.3.2.2.6. should

A keyword indicating flexibility of choice with a strongly preferred alternative. Equivalent to the
phrase “it is recommended”.




1.3.2.3.

Byte, word and Dword Relationships

Figure 1-1 illustrates the relationship between bytes, words and Dwords.

7 6 54 3 2 10
1 11 1 1
5 3 210 8 7 6 5 4 3 2 10
Byte 1 Byte 0
3322 2222222211111 1T 1 1 1
109 8 7 6 54 3 2 1 09 8 7 6 5 3 210 8 7 6 5 4 3 2 10
Word 1 Word 0
Byte 3 Byte 2 Byte 1 Byte 0

Figure 1-1 Byte, word and Dword Relationships

Byte

Word

Dword




2. Physical Interface
2.1.BGA-152 and BGA-132 Ball Assignments

Figure 2-1 defines the ball assignments for devices using 152-ball BGA packaging with dual 8-bit
data access. Figure 2-2 defines the ball assignments for devices using 132-ball BGA packaging
with dual 8-bit data access. Figure 2-3 defines the ball spacing requirements for the 152-ball and
132-ball BGA package. There are two package sizes: 12mm x 18mm (132-ball) and 14mm x
18mm (152-ball). Note: If the 12mm x 18mm package size is used, then outer columns are not
present, and the package is a 132-ball BGA. For the 132-ball BGA, the columns are re-
enumerated to begin at column 1 (i.e. BGA-152 column 2 becomes BGA-132 column 1).
Depending on the data interface selected, balls may have different usages and/or meanings.
Refer to for the specific use for each ball in each data interface. ONFI does not support ODT pin.
Ball-map showing ODT_* n/WP_* n muxing is just as a reference to JEDEC.

The conventional pins CE#, ALE, CLE, WE# maps to CA_CE#, CA[0], CA[1], CA_CLK
respectively in SCA Protocol (See Separate Command Address (SCA) Protocol Section for more
details).
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NC | NC NC NC NC N | N | Ne
NC | NC NC NC NC N | Ne | Ne
NU | NU NU NU NU NU | NU | U
NU | NU | veea | veca | pas 1 Vss vec | pasa 1 | veea | veca | nu | nu
NU | Nu | vssa | paz2 1 vssQ | DQs 1t (RREE—J—;) vssa | bas 1 | vssa | NnU | NU

pao 1 | b1 1 | pas 1c | RE1c WE_1_n V%'f\lFUQ— Das_1 | paz_1

vssa | vcca | ALE_1 CLE_1 DB,'\I—J or VSﬁS o vcea | vssa

CE2_0_n|CE3_0_n| WP_1_nor SCA_O

orNU | orNU | ODT 1_n NU CE1_1n | CEO_1n| RZQ1 | /Ny

vss | vec | RBoon |RB1 0N RB1_1n|RB0 1 n| vcc | vss

WP_0_n
Sc’fﬁfj RzQ 0 | CE0On | CE1 0n VpporNU|  or CE?NLJ CE2 1 n
ODT_0_n or NU
DBI_0O or
vssa | veca |vssaornu | BB CLE o | ALE o | vcea | vssa
Da7 0 | Das 0 |VREFQ DNU| WE_0_ n RE_0_c |DQS 0 c| DAl 0 | Dao o
RE_0_t

NU | NU | vssa | Daso | vssa | fE0 pas 0t| vssa | pazo | vssa | NU | NU
NU | NU | veca | veca | paso vee vss | paso | veca | veca | nu | nU
NU | NU NU NU NU NU | NU | U
NC | NC NC NC NC N | N | Ne
NC | NC NC NC NC N | N | Ne

Figure 2-1 BGA-152 ball assignments for dual 8-bit data access
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NC NC NC NC NC NC
NC NC NC NC NC NC
NU NU NU NU NU NU
NU | veea | veca | pas i VSS vcc | pas 1 | veca | veca | Nu
RE_1_t
NU | vssa | pbaz 1| vssa |Das 1t RE1 | VSsa |past | vssa | nu
pao 1 | DQ1 1| DAS_1.c¢ | RE_1c WE_1_n VFE)E,\IFUQ— pas_1 | DQ7_1
vssQ | vcca | ALE_1 CLE_1 DBI_Tor | VSSQor | yoeq | vssa
NU NU
CE2 0 _n|CE3 0 _n| WP_1 nor SCA 0
orNU | orNU | ODT 4.n NU CE1_1n [CEO_1n) RZQT [ \y
vss | vec | RBo.On |[RB1 0N RB1 1 n|RBo 1 n| vec | vss
WP_0_n
SCAT | p7q 0| cEo0.n |CE1 0N VpporNU| or  |CE3_1_n|CE2 T_n
or NU or NU or NU
ODT 0_n
DBI_0 or
vssa | vcea [vssaornu | P8 CLE O | ALE 0 | veca | vssa
DQ7 0 | DQ6_0 |VREFQ DNU| WE 0 n RE_0_c [DQs_o0_c| pat o | pao o
NU | vssa | bas o | vssa (SE—O—;) pas_ 0.t| vssa | bazo | vssa | Nu
NU | veea | veca | pa4o vce vss | pa3o | veca | veca | nu
NU NU NU NU NU NU
NC NC NC NC NC NC
NC NC NC NC NC NC

Figure 2-2 BGA-132 ball assignments for dual 8-bit data access
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Figure 2-3 BGA-152 and BGA-132 ball spacing requirements (top view, dimensions in
millimeters)
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2.2.BGA-272, BGA-252, and BGA-316 Ball Assignments

Figure 2-4 defines the ball assignments for devices using 272-ball BGA packaging with quad 8-bit
data access. Figure 2-5 defines the ball assignments for devices using 252-ball BGA packaging
with quad 8-bit data access. Figure 2-6 defines the ball assignments for devices using 316-ball 16
CE_n BGA packaging with quad 8-bit data access. Figure 2-7 defines the ball assignments for
devices using 316-ball 32 CE_n BGA packaging with quad 8-bit data access. Figure 2-8 defines
the ball spacing requirements for the 272-ball and 252-ball BGA packages. Figure 2-9 defines the
ball spacing requirements for the 316-ball BGA package. The package size for the 272-ball and
316-ball packages is 14mm x 18mm while the package size for the 252-ball package is 12mm x
18mm. The 252-ball package removes the outer columns from the 272-ball package resulting in a
smaller package size. The 252-ball ball assignment is also re-enumerated to begin at column 1
(ie. BGA-272 column 2 becomes BGA-252 column 1). Depending on the data interface selected,
balls may have different usages and/or meanings. Refer to for the specific use for each ball in
each data interface. ONFI does not support ODT pin. Ball-map showing ODT_* n/WP_* n
muxing is just as a reference to JEDEC.

The conventional pins CE#, ALE, CLE, WE# maps to CA_CE#, CA[0], CA[1], CA_CLK
respectively in SCA Protocol (See Separate Command Address (SCA) Protocol Section for more
details).

Balls labeled “VCCQ or VCCAQL” in the ball assignments shall be connected to either VCCQ or
VCCAQL on the board and not be left floating.
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AA

AB

1 2 3 4 5 6 7 89 10 1 12 13 14 15 16
ne| ~e NC NU NU NC NC |NC
VCCQ or VCCQ or
ne| Ne N[ eear | vss VsS vss vee Voot | vss | veca NU NC |NC
ne| nu | veea | vss vss | pao2 | pao o vss VsS vss vss vee | N |Ne
nu| vee | vss VsS vss | pai2 | pato pa42 | paso | vss vss vss | vee |nu
nu| vee | vss VsS vss | paz2 | bpazo pas2 | paso | vss vss vss | vss |nu
veea
vss | vss vss | paso [,D9S2 [ DAS0 pas 2 | paso | vss vss vss or
0 | pas 2.4 | (pas_o.y — . voaaL
veea veea
or VsS vss | pa3 2 | pas 2.¢ | pas oc pa7 2 | bazo | Rza 2 | Rza o | veca
(TBD)
veeal
VSP2 or
veca | vss vss [VSROOT| TRor vss WE_0_n [ cE1_0.n B30 RBo_0_n|RB1_0n| Vs
vceal (
NU NU VsS VsS DB,'\IJ or | DBlLOor WE 2 n | cE12.n |cE3 2 n|rRBo 2 n|RB1_2 0| VSPE
U NU orR
WP 0. n RE 01
vee or ALEO | CLE O 0t | REOc cE0 2n | cE00.n |cE2 2 n|cE2 0.n| vsP4 | vPP
o (RE_0_n)
DT 0_n
WP_2.n
SCA O T AE2 | cte2 | RE2L | Re2 ¢ vrRera_onu |vrera_onu|  vss vss vss | vss
or NU ODT 2 (RE_2_n)
_2n
WP_3 n
VSS VSS VSS VSS | VREFQ_DNU | VREFQ_DNU RE_3_c RE 3t CLE_3 ALE_3 or SCA
(RE_3_n) oDT 3 or NU
_o.n
RE 11 WP_1n
vpP | vsps |cE2 1.n|cE23n| cE0 1.n | cEO 3.0 RE_1_c At cLe 1 | ALE 1 or vee
(RE_1_n) ODT_1
_1_n
VSP7 CE3.3n DBI_1or | DB 3or
e |RB13n|RBo_3.n 5" cE1 30 | WE_3n ot N vss vss NU NU
VSP3 orR | VSP1 or
vss |RB1_1_n|RB0_1_n|CcE3 1.n| cE1 1.n | WE_1n vss [ VSFB oL [ VSR vss vss |vecca
veca veea
veea | Rza 1 | Rza 3 | pa7 1 | par 3 Das 1.c | Das 3.c | ba3 3 | vss vss or
(TBD) veeal
veea
or vss vss vss | pas 1 | Das_3 DAS_1 | DAS3 | pos 4 | vss vss | vss
voaaL (DQs_1_t) | (0as_3.1)
nu| vss | vss VsS vss | pas 1 | pas 3 pa2 1 | paz3 | vss vss vss | vee |nu
nu| vee | vss VsS vss | pa4 1 | Dpa4 s pat 1 | pa13 | vss vss vss | vee |nu
ne| nu o | vee vss vss vss vss pao_ 1 | Dao3 | vss vss | veca | nu [ne
VCCQ or VCCQ or
ne| ~e NU veea | vss | YEER vee vss vss vss | Noaal | nu NC |NC
ne| ~e NC NU NU NC NC |NC

Figure 2-4 BGA-272 ball assignments for quad 8-bit data access
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1 2 3 4 5 6 78 9 10 11 12 13 14
Al n~c NC NU NU NC NC
Bl nc N[ N | vss VsS VsS vee Ve2or [ vss | veca NU NC
N[ v v v DQO_2 DQO_0 v v v v Vi NU
C cca Ss SS Q Q Ss SS SS SS cc
vee VsS VsS vss DQ1_2 DQ1_0 DQ4_2 DQ4_0 VsS VsS VsS vee
D
Ef vec | wvss VsS vss DQ2_2 DQ2_0 DQ5_2 DQ5_0 vss vss VsSs vss
veea
Fl vss VsSs vss | paso (D%QSS—ZZU (DDQQSSBOU DQ6_2 DQ6_0 vss vss VsSs or
2. 0| veeal
veea veea
or VsS vss | paz 2 | pas2c | bas oc pa72 | baro | rRza 2 | Rza o | veca
G
veeal (TBD)
VSPO or VSP2 or CE3 0_n
HEYveea | wvss VsS 2o | gustadn | vss weon | cEron |G |RBoOn|REION | VSS
NU NU v v DBI_2 or NU | WE 2n | cE1.2n |[cE3 2 n|RB02.n|RB1 21
J ss ss DBll\lS or c cl Y R VSI':G or
WP_0 n RE 0 t
Kl vece or AEO | cteo | BB | REO cEo2n | cEoon [cE22n|cE2 0| vsPa | veP
ODT 0_n -
WP_2n
L Sofﬁﬁo or ALE 2 | CLE 2 (RRE’z’;) RE 2 ¢ VREFQ_DNU | vREFQ_DNU | vss vsS Vss Vss
ODT 2. n
WP_3 n
M VSS VSS VSS VSS VREFQ_DNU | VREFQ_DNU RE_3_c SE{;’*:‘) CLE_3 ALE_3 or Sfﬁﬂ
(RE_3._| opT 3n| ©
WP_1_n
NI vep | vsps |cE2 1 n|cE23n| cEo1n | cEO3 N RE 1_c SE{*:‘) CLE1 | ALE_1 or vee
(RE_1 ODT 1.n
VSP7 or CE3_3 n DBI_1 or DBI_3 or
P IR | Re1_sn | RBo_3n | “F5" | cE13n | wEsn 0 i vss vss NU NU
RI vss [rB1 1n|RBo 1 n|cE3 1 n| cE11n | WE 1N vsS er\?g&r)ﬁ VST; o vss vss veea
veea
THveca | rza 1 | Rza3 | pa7.1 | Dpa7s \(/‘I'CBCD? pas_1c | bas3c | a3 3 | vss Vss or
veeal
veea
ull o vss vss vss DQ6_1 DQ6_3 DAs_1 DAS3 | bas 1 | vss vss vss
veeal (as_1_t) | (pas_3_y
v vss vss vss vss DQ5_1 DQ5_3 DQ2_1 DQ2 3 vss vss vss vee
wl vee | vss VsS vss DQ4_1 DQ4_3 DQ1_1 DQ1_3 vss vss VsS vee
vl w vee VsS vss VsS VsS DQO_1 DQO_3 vss vss veca | N
VCCQ or VCCQ or
AA] NC NU vecea VsS VeCaL vce VSS VsS VsS veeaL NU NC
ABJ NC NC NU NU NC NC

Figure 2-5 BGA-252 ball assignments for quad 8-bit data access
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AA

AB

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
ne | Ne NC Nne | Ne NC N [Ne | ne NC NC NC NC NC NC NC
vceQ or VRE
ne | Ne Ne | veca | vss | NS vss |[Fa_| vec | wvss vec | wvss | vec | nc NC NC
QL DNU
ne | Ne vss vee | vss | baz2 | pazo veeQor | g NU NU | vPP NC NC
- - veeal
N | vec | vss vsp | vsp | Das2 | pas o vss vss | vss | vss | vss | vec | nc
veea DBI 2 or
Ne | or vss vsp | vsp | pos2 | pas o _ rRB2n |Rza 2| vss | vss | rFU | NC
NU
veeal
ne | vss | vss | veca | vss | pa42 | paso DB,'\‘—S ol rRBON |RZQO| vss | vss | vss NC
weon | wean CE3 2 n
ne |veca| vss vee | vss (D%st_zz ) (D%QSSBO ) or o |cetzn| or vss | vec | nc
2. 0. ooron | ooT2n veeal
VCCQ or CE3_0_n SCA—+
Ne | vec | vss ol vss | bas2c | pasoc cteo | ce2 |ceton| o vss [scaoor| NC
veeal
veea NU
ne | vse | vsp vss [pa3 2| pazo | rRe2c RE0c | ALE2 |ceozn| c2n| vss | vss | nc
veea RE 2 t RE_0_t
Ne | or vsS vss |paz 2| pazo | RE2M) (REOn)| ALEo0 [ceoon| c22on| vss | vec | nc
veeal
WE 2n
ne | onu | VREFQ L vse |pai2| pato WEOR | poo 1 |paos| vsp | vss | veca | ne
WE 1.n
nc |veca| vss vsP [pao_2| paoo WESn | pat 1 |pa1 3| vsp V'E'ifl? NU NC
RE_1t RE 3t VeCQor
ne | vee | vss | c21n|ceotn| Ate 1 | RETI ) (RE3m [ poz1 [pazaf vss | vss [\ZE520| ne
Ne | vss | vss | cm3n|ceosn| aEs | Retc RE3c | pa3_1 |pas3| vss | vsp | wvsp | nC
SCA0 CE3_1n VCCQ or
NC |sca 1| vss o |cet1n| cLlE3 | cE1 s e [ Das3e | vss [Vaaa| vss | vec | ne
or NU veea
CE33n wP3n | wein
ne | vec | vss or  |cetan| o or (D%QSS—11 9 (D%QSS—; y| vss | vec | vss [ veca [ ne
veeal ooT3n | ooT1n 1 3.
N | vss | vss vss [rza_1| re_1n [ DBl pa41 | pa4s | vss | veca | vss | wvss | nc
DBI_3 or VCCQ or
Ne | RFU | vss vss |rza 3| RB.3n i pas1 [ pasa | vsp [ vsp | vss [\ZAO| ne
Ne | vec | vss vss | vss | vss vss pas 1 | pas3 | vsp | vsp | vss | vec | nc
ne | ne VPP RFU | RPU | vss | (S paz 1 | paz 3 | vss | vee | vss NC NC
VREF veeq or
ne | ne NC vee | vss | wvee vss |vee [R5l ves [ Vacar | vss | veca | ne NC NC
ne | Ne NC Nne | Ne NC N [Nc | Ne NC NC NC NC NC NC NC

Figure 2-6 BGA-316 ball 16 CE_n assignments for quad 8-bit data access

15




AB

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16
ne | Ne NC NC NC NC NC NC NC NC NC NC NC NC Ne | Ne
VCCQ or VRE FQ_
ne | Ne Ne | veca | vss | NS | vss |y vee vss vee vss | vce NC Ne | Ne
Ne | N | vss vec | vss | par2 | pbazo vecaor | vss NU NU VPP ne | Ne
QL
ne | vec | vss vsP | vsp | pas2 | Daso vss vss vss | vss vss | vec | Nc
veea DBI_2 or
Ne | or | vss vsP | vsp | pas2 | poso i RB2n |Rza 2|ces 2 n|cer2n| RFU | NC
veeaL
Ne | vss | vss | veca | vss | pas2 | Da4o DB,'\I—S o | rieon |Rzao|cEs 0n|ceEron| vss | nc
DQS_0 WPOn cE32n
Ne |veca | vss vee | vss |, B9S2 [(pas ot or WeZnor | eeion| "o |ces2n| vee | Ne
(DQS 2.1) ; aon | oor2n ;
veeQ or CE.0n SCA-
ne | vec | vss vss | bos2c | bosoc cteo | cte2 |cmon| o |ceson]|scaol| nc
veeal
Voo or NU
Nne | vse | vsp vss |pas2| pazo | RE2c REoc | AlE2 |oman| cm2n |cea2n| vss |nc
veea RE 2 t RE 0 t
Ne | or | vss vss [pa22| pazo [RE2nM) (REO) | AtEo |ocmon| con |ceaon| vec | ne
vecaL
WE 2 n
ne | NUOLVREFQ T vsp [pat2 [ Dpato WEON | poo 1 |Dpao3| vsp vss | veca | Ne
WE 1.n
Ne |veca| wvss vsP | pao 2| Dao o WEAN 1 pait [pars| wvse | VREFQ [ ONUT NG
veea
RE 1 t RE 3 t
Ne | vec |CBAIN| ORAn | CRUIN | AE 1 |(RE M) (RE3n) | paz1 |paz3| vss vss | yoma | Ne
NC | vss |ce4 3n| ce23n | crosn| AlES3 | REAC RE3c | pa3 1 |paz 3| vss vsp | vsp | NC
SCAD GB1n vceQ or
Ne |scat]|ces 1n| o |cetin| cles | cEnd pstc | pas3e | vss |\aaar | vss | vee | ne
or NU VooQ
CE33n WP3n WP_1n
ne | vee |CBS3M e | cetsn or or (D%QSS—11 ) (D%st—jt) vss | vee vss | veea | ne
VeeQl ooT3n | oorin 1 3.
NC | vss |ce7_tn|ces_in|rzat [ rRE_1n [ P8O pa41 | paas | vss | veca | vss | vss | nc
DBI_3 or veea
NC | RFU [cE73.n[cE6 30| Rza3 | B3 [ P83 pas 1 | pos3 | vsp | wvsp vss o | NC
vecal
Nne | vec | vss vss | vss vss vss pas 1 | pas3 | vsp | wvsp vss | vec | ne
ne | N | vep RFU RFU vss | VecQor DQ7 1 pa7.3 | vss | wvee vss ne | Ne
veeal
VREF VCCQ or
ne | Ne NC vee | vss vee vss vee [R5 vss oo | vss | veca NC Nne | Ne
ne | Ne NC NC NC NC NC NC NC NC NC NC NC NC Nne | Ne

Figure 2-7 BGA-316 ball 32 CE_n assignments for quad 8-bit data access
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Figure 2-8 BGA-272 and BGA-252 ball spacing requirements (top view, dimensions in

millimeters)
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Figure 2-9 BGA-316 ball spacing requirements (top view, dimensions in millimeters)
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2.3.BGA-178, BGA-154, and BGA-146 Ball Assignments

Figure 2-10 defines the ball assignments for devices using 178-ball BGA packaging with dual 8-
bit data access. Figure 2-11 defines the ball assignments for devices using 154-ball BGA
packaging with dual 8-bit data access. Figure 2-12 defines the ball assignments for devices using
146-ball BGA packaging with dual 8-bit data access. Figure 2-13, Figure 2-14, Figure 2-15 define
the ball spacing requirements for the 178-ball, 154-ball and 146-ball BGA packages. The package
size for the 178-ball package is 13.5mm x 13.5mm. The package size for the 154-ball package is
either 11.5x13.5mm or 12.8x13.5 mm. The package size for the 146-ball package is either
10x18mm or 10x14mm. The 154-ball package removes the outer columns from the 178-ball
package resulting in a smaller package size. The 154-ball package ball assignment is also re-
enumerated to begin at column 1 (i.e. BGA-178 column 2 becomes BGA-154 column 1). The
146-ball package transposes the rows and columns from the 178-ball package and removes the 2
outer columns on each side. The 146-ball package ball assignment is also re-enumerated to
begin at column 1 (i.e. BGA-178 row N becomes BGA-146 column 1). Depending on the data
interface selected, balls may have different usages and/or meanings. Refer to for the specific use
for each ball in each data interface. ONFI does not support ODT pin. Ball-map showing

ODT_* n/WP_* n muxing is just as a reference to JEDEC.

The conventional pins CE#, ALE, CLE, WE# maps to CA_CE#, CA[0], CA[1], CA_CLK
respectively in SCA Protocol (See Separate Command Address (SCA) Protocol Section for more
details).

Balls labeled “VCCQ or VCCAQL” in the ball assignments shall be connected to either VCCQ or
VCCAQL on the board and not be left floating.
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NC | NC | NC NC NC NC | NC | NC
NG | NU | NU NU NU NU | NU | NG
NC | NU | NU | veca Vss VPP Vss vee vss | vcca | vss veea | NU | NU | NC
NC | NU |veca | vee RFU VPP 2Q.0 VF;EIFL? Scﬁﬂ ol vsp VSP vec |veca| NU | Ne
VCCQ or WP_1_n VCCQ or

Ne | NU | vss | Daso |\ | paro | cEton | ceoon | ST | paost | RS | pbazt | vss | NU | NC

veea vcea
NC | NU or | DQ40 | vsSs | DQ6 0 | CE20n |RBOON| ALE1 | DAl 1| vss | DQ31 | or NU | NC

vceal vcaL

RE_0_t CE3.0.n DBI_1or
U | vee | BED ] RE0 | wE_on | ORI | RB1ON | CLEf N | pas_1c [pas_1t| vss | Nu

DBI_0 or CE3.1n RE_ 1.t
NU | vss | Dpas_o_t|Das_oc |8 CLEO |RBI1n | S50 |WEtn| REL1c | BES-1 | vee | Nu

veea veea
NC | NU | or | D@30 | vss | D10 | ALEO |RBO1n|CE21n| D61 | Vvss | DQ41 | o | NU | NC

veeal veeal

VCCQ or WP_0_n VCCQ or

NC | NU | vss | pazo | RO | paoo | SEEGh | cEo in | cErin | Dozt | \ERP' | past | vss | NU | NC
NC | NU |veca | vee VSP vsp | SCRDor| VREFQ 1 7q 4 VPP RFU vcec |veca| Nu | Ne
NC | NU | NU | veca | vss | veca | vss vee vss VPP vss | vcca | NU | NU | NC
NC | NU | NU NU NU NU | NU | NC
NC | NC | NC NC NC NC | NC | NC

Figure 2-10 BGA-178 ball assignments for dual 8-bit data access
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1 2 3 4 5 6 7 8 9 10 11 12 13
NC | NC NC NC NC | NC
NU | NU NU NU NU | NU
nu | Nu | veca | vss VPP vsSs vce vss vcea vss | vcca | NU | U
NU | vcea | vee RFU VPP zao | VREFQ | SCRTOTIvsp VSP vce |vcea | NU

VCCQ or WP_1_n VCCQ or
NU | vss | paso | R | pazo | celon | cEoon | gfE | paot | NEERY | pazt | vss | Nu
vcea vcea
NU | or | DQ4o | vss | paso |CE2on|RBoOON| ALE1 | DQ1_1 vss | D@31 | or | NU
veeal veeal
RE_0_t CE3.0.n DBI_1 o
N | vee | FEO- | RE0e | WELOn | SRS | RIBION | CLET N | Das_1_c | pas_1t| vss | NU
DBI_0 or CE3.1n RE_1_t
NU | vss | Das 0t |Das_0c | P80 CLEO |RBI1n | oL | weitn | Rete | B vee | wu
veea veea
NU | oo | DA30o | vss | paio | ALEO |RBO1n|CE21n| D 1 vss | p@4 1 | o | NU
veeal veeal
VCCQ or WP_0_n VCCQ or
NU | vss | pazo | R | paoo | gFcn | cEoin | cettn | par_t | \EERE | past | vss | Nu
NU | vcca | vee VSP vsp | SCAO0r| VREFQ | 7q 4 VPP RFU vce |vceca| NU
nU | NU | veca | vss veea vss vee vss VPP vss | vcca | NU | NU
NU | NU NU NU NU | NU
Ne | Ne NC NC NC | NC

Figure 2-11 BGA-154 ball assignments for dual 8-bit data access
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1 2 3 4 5 7 8 9 10 11
NC NC NC NC NC NC NC NC
NU NU NU NU NU NU NU NU NU NU

VCCQ or VCCQ or

NU VCCQ VSS vCeaL VSS VCC vceaL VSS VCCQ NU

veea vee DQ2_0 DQ3 0 | DQS_0_t (IEEE_(?_;) DQ4_0 DQ5_0 vee veea
VCCQ or VCCQ or
VSS VSP veoaL VSS DQS_0_c RE_ 0 c VSS veoaL RFU VSS
DBI_0 or
VCCQ VSP DQO_0 DQ1_0 NU WE_0_n DQ6_0 DQ7_0 VPP VPP
SCA_Oor WP_0_n CE3_0_nor
VSS NU ODT 0_n ALE_O CLE_O VCCQ CE2_0_n CE1_0_n ZQ_0 VSS
VREFQ VREFQ
vce "DNU CEO_1_n | R/BO_1_n | R/B1_1_n R/B1_0_n | R/BO_O_n | CE0_O_n "DNU \Velo}
CE3_1_nor WP_1_n SCA_1or
VSS ZQ_1 CE1_1.n | CE2_1n veca CLE_1 ALE_1 ODT i n NU VSS
DBI_1 or
VPP VPP DQ7_1 DQ6_1 WE_1_n NU DQ1_1 DQO_1 VSP vceaQ
VCCQ or VCCQ or

VSS RFU vCcaL VSS RE_1_c DQS_1_c¢c VSS veeaL VSP VSS

VCCQ VCC DQ5_1 DQ4_1 (F?EE —11—;) DQS_1_t DQ3_1 DQ2_1 VCC VCCQ
VCCQ or VCCQ or

NU vVCCQ VSS veeal VCC VSS veeaL VSS VCCQ NU

NU NU NU NU NU NU NU NU NU NU

NC NC NC NC NC NC NC NC

Figure 2-12 BGA-146 ball assignments for dual 8-bit data access
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Figure 2-13 BGA-178 ball spacing requirements (top view, dimensions in millimeters)
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Figure 2-14 BGA-154 ball spacing requirements (top view, dimensions in millimeters)
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Figure 2-15 BGA-146 ball spacing requirements (top view, dimensions in millimeters)
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2.4.Signal Descriptions

Table 2-1 provides the Conventional Protocol signal descriptions.

Signal Name

Input /
Output

Description

R/By_x_n

)

Ready/Busy

The Ready/Busy signal indicates the target status. When low, the
signal indicates that one or more LUN operations are in progress. This
signal is an open drain output and requires an external pull-up.

RE x t
(RE_x_n)

Read Enable (True)
The Read Enable (True) signal enables serial data output.

RE_x ¢

Read Enable Complement

The Read Enable Complement signal is the complementary signal to
Read Enable True. Specifically, Read Enable Complement has the
opposite value of Read Enable True when CE_nis low, i.e., if RE_x tis
high then RE_x_c is low; if RE_x_t is low then RE_x_c is high. Read
Enable Complement signal is required to be used on the NV-LPDDR4
interface regardless of data rate.

CEy_x_n

Chip Enable

The Chip Enable signal selects the target. When Chip Enable is high
and the target is in the ready state, the target goes into a low-power
standby state. When Chip Enable is low, the target is selected.

Vce

Power
Vcc is the power supply to the device.

VeeQ

/0 Power
VceQ is the power supply for input and/or output signals.

VceQL

/0 Power
VceQL is the power supply for input and/or output signals when NV-
LPDDR4 with VccQL (PI-LTT) is enabled.

Vss

Ground
The Vss signal is the power supply ground.

VssQ

/0 Ground
The VssQ signal is the ground for input and/or output signals.

VREFQ_DNU

Voltage Reference

VREFQ Do Not Use (DNU). External voltage reference optionally used
on or older NAND devices but not used starting ONFI 6.0 NAND
devices. This signal is a placeholder of the ball location of external
VREFQ on the package ball map to prevent the balls from being used
inadvertently for other purposes.

Vpp

High Voltage Power

Vpp is an optional external high voltage power supply to the device.
This high voltage power supply may be used to enhance Erase and
Program operations (e.g., improved power efficiency).

CLE x

Command Latch Enable
The Command Latch Enable signal is one of the signals used by the
host to indicate the type of bus cycle (command, address, data).

ALE_x

Address Latch Enable
The Address Latch Enable signal is one of the signals used by the host
to indicate the type of bus cycle (command, address, data).
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Signal Name | Input/ | Description
Output
WE_X_n T Write Enable
The Write Enable signal controls the latching of commands and
addresses. Commands and addresses are latched on the rising edge of
WE_x n.
WP_x_n I Write Protect
The Write Protect signal disables Flash array program and erase
operations.
100 x—-107_x 1/0 1/0 Port x, bits 0-7
(DQO_x — The 1/O port is an 8-bit wide bidirectional port for transferring address,
DQ7_x) command, and data to and from the device. Also known as DQO_x —
DQ7_x.
DQS 1/0 Data Strobe (True)
(DQS x t) Bidirectional data strobe signal that indicates the data valid window.
DBI_x 1/0 Data Bus Inversion
The is an optional function for NAND device to designate if the DQ
signals are inverted by transmitter side or not.
DQS_x_c I/0 Data Strobe Complement
The Data Strobe Complement signal is the complementary signal to Data
Strobe True. Specifically, Data Strobe Complement has the opposite
value of Data Strobe True when CE_nis low, i.e. if DQS_x_tis high then
DQS x cis low; if DQS_x_t is low then DQS _x_c is high. Data Strobe
Complement signal is required to be used on the NV-LPDDRA4 interface
regardless of data rate.
Vendor Specific
VSP_x The function of these signals is defined and specified by the NAND
vendor. Devices shall have an internal pull-up or pull-down resistor on
these signals to yield ONFI compliant behavior when a signal is not
connected by the host. Any VSP signal not used by the NAND vendor
shall not be connected internal to the device. The VSP signals shall be
treated as NU signals by the user.
R Reserved
These pins shall not be connected by the host.
RFT Reserved for Test
These pins shall not be connected by the host.
NU Not Usable
A pin that is not to be used in normal applications and that may or may
not have an internal connection.
NC No (internal) Connection
A pin that has no internal connection and that can be used as a support
for external wiring without disturbing the function of the device,
provided that the voltage applied to this terminal (by means of wiring)
does not exceed the highest supply voltage rating of the circuit.
ZQ_x na Reference pin for ZQ calibration This is used on ZQ calibration and
ZQ signal shall be connected to Vss through RZQ resistor
Table 2-1 Conventional Protocol Signal Descriptions
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Table 2-2 provides the SCA Protocol signal descriptions.

Signal Name | Input/ | Description
Output
COMMAND/ADDRESS PACKET
CA[1:0]_x e CA bus signals control the command/address packet type according to
the SCA header definition table.
COMMAND/ADDRESS BUS ENABLE
The CA_CEy_x_n input enables the CA bus for the LUNs connected to
that CA_CEy_x_n. When CA_CEy_x_nis low, the target CA bus is
selected. When CA_CEy_x_n is high and the target is in the ready state,
CA_CEy x_n the target goes into a low-power standby state. When CA_CEy_x_n is
- T high in the middle of a CA packet transaction, the packet transaction is
aborted and the LUNs on the CA_CEy_x_n restart their command
pointers. The number after the first underscore represents the channel.
For example, CEO_0_n indicates CEO_n of channel-0 and CEO_1 n
does CEQ n of channel-1.
COMMAND/ADDRESS CLOCK
The CA_CLK x signal is a clock input. The CA bus signals are latched
CA_CLK x on the rising and falling edges of the CA_CLK_x pulse. The CA_CLK_x
signal is default LOW while WE_x_n signal in the conventional protocol
is default HIGH.
DBI_x 1/0 Data Bus Inversion
The is an optional function for NAND device to designate if the DQ signals
are inverted by transmitter side or not.
DQS 1/0 Data Strobe (True)
(DQS_x_t) Bidirectional data strobe signal that indicates the data valid window.
DQS_x_c I/0 Data Strobe Complement
The Data Strobe Complement signal is the complementary signal to
Data Strobe True. Specifically, Data Strobe Complement has the
opposite value of Data Strobe True when CE_n is low, i.e. if DQS_x_t
is high then DQS_x_c is low; if DQS_x_t is low then DQS_x_c is high.
Data Strobe Complement signal is required to be used on the NV-
LPDDR4 interface regardless of data rate.
I00_x—107_x 1/0 1/0 Port x, bits 0-7
(DQO_x — The I/0 port is an 8-bit wide bidirectional port for transferring address,
DQ7_x) command, and data to and from the device. Also known as DQO_x —
DQ7_x.
NC No (internal) connection
A pin that has no internal connection and that can be used as a support
for external wiring without disturbing the function of the device,
provided that the voltage applied to this terminal (by means of wiring)
does not exceed the highest supply voltage rating of the circuit.
NU Not Usable
A pin that is not to be used in normal applications and that may or may
not have an internal connection.
RE_x_t I Read Enable (True)
(RE_x_n) The Read Enable (True) signal enables serial data output.
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Signal Name

Input /
Output

Description

RE X C

Read Enable Complement

The Read Enable Complement signal is the complementary signal to
Read Enable True. Specifically, Read Enable Complement has the
opposite value of Read Enable True when CE_n is low, i.e., if RE_x_tis
high then RE_x_c is low; if RE_x_t is low then RE_x_c is high. Read
Enable Complement signal is required to be used on the NV-LPDDR4
interface regardless of data rate.

Reserved
These pins shall not be connected by the host.

RFT

Reserved for Test
These pins shall not be connected by the host.

R/By_x_n

Ready/Busy

The Ready/Busy signal indicates the target status. When low, the signal
indicates that one or more LUN operations are in progress. This signal
is an open drain output and requires an external pull-up.

SCA x

Separate Command Address (SCA) protocol enable: enables or
disables the protocol. When the SCA signal is Float or connected to
Vss during power-up, the Conv. protocol is enabled. When the SCA
signal is connected to VccQ during power-up, the SCA protocol is
enabled. On a packaged device, all SCA balls on the package must be
connected to the same value on the board (i.e. all SCA balls on the
package connected to Vss, or all SCA balls on the package connected
to VccQ, or all SCA balls on the package left Floating).

WP_x_n

Write Protect
The Write Protect signal disables Flash array program and erase
operations.

Vce

Power
Vcc is the power supply to the device.

VeeQ

/0 Power
VcceQ is the power supply for input and/or output signals.

VccQL

/10 Power
VccQL is the power supply for input and/or output signals when NV-
LPDDR4 with VccQL (PI-LTT) is enabled.

Vpp

High Voltage Power

Vpp is an optional external high voltage power supply to the device.
This high voltage power supply may be used to enhance Erase and
Program operations (e.g., improved power efficiency).

VREFQ_DNU

Voltage Reference

VREFQ Do Not Use (DNU). External voltage reference optionally used
on or older NAND devices but not used starting ONFI 6.0 NAND
devices. This signal is a placeholder of the ball location of external
VREFQ on the package ball map to prevent the balls from being used
inadvertently for other purposes.

Vss

Ground
The Vss signal is the power supply ground.

VSP_x

Vendor Specific

The function of these signals is defined and specified by the NAND
vendor. Devices shall have an internal pull-up or pull-down resistor on
these signals to yield ONFI compliant behavior when a signal is not
connected by the host. Any VSP signal not used by the NAND vendor
shall not be connected internal to the device. The VSP signals shall be
treated as NU signals by the user.
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Signal Name | Input/ | Description
Output
el T 7O Ground
The VssQ signal is the ground for input and/or output signals.
ZQ_x na Reference pin for ZQ calibration This is used on ZQ calibration and
ZQ signal shall be connected to Vss through RZQ resistor
Table 2-2 SCA Protocol Signal Descriptions

Table 2-3 thru Table 2-6 provide the signal mapping to pin/pad/ball for each package type listed
within the ONFI specification. These signal mappings are required if the packages listed in this
specification are implemented. If a signal is marked as “na” then the corresponding package does
not implement that signal. Any signal that does not have an associated number is implicitly
numbered “0”. For example, WP_n is equivalent to WPO_n.

30




BGA-132 BGA-152

Signal Name M/O/R NV-LPDDR4 | NV-LPDDR4
x8 x8
R/BO_0_n M J4 J5
R/BO_1_n 0] J8 J9
R/B1_0_n 0] J5 J6
R/B1 1 n 6] J7 J8
RE_0_t(n) M N5 N6
RE_1 t(n) 0] E7 E8
RE_0 _c M M7 M8
RE 1 c 6] F5 F6
CEO_O0 n M K4 K5
CEO_1 n 0] H8 H9
CE1._0_n 0] K5 K6
CE1_1_n O H7 H8
CE2 0 n 0] H2 H3
CE2_ 1 n 0] K10 K11
CE3 0 n 0] H3 H4
CE3_1_n O K9 K10
Vce M D7 D8
J3 J4
J9 J10
P5 P6
VeeQ M D2 D3
D3 D4
D9 D10
D10 D11
G3 G4
G9 G10
L3 L4
L9 L10
P2 P3
P3 P4
P9 P10
P10 P11
Vss M D5 D6
J2 J3
J10 J11
P7 P8
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BGA-132 BGA-152

Signal Name M/O/R NV-LPDDR4 | NV-LPDDR4
x8 x8
VssQ ™ EZ E3
E4 E5
ES8 E9
E10 E11
G2 G3
G10 G11
L2 L3
L10 L11
N2 N3
N4 N5
N8 N9
N10 N11
0 G8 G9
6] L4 L5
VREFQ_DNU R M4 M5
VREFQ_DNU R F8 F9
Vpp 6] K7 K8
CLE_O M L7 L8
CLE 1 0 G5 G6
ALE_O M L8 L9
ALE 1 0 G4 G5
WE_0_n M M5 M6
WE 1 n 6] F7 F8
WP_0_n M K8 K9
WP 1 n 0 H4 H5
I00_0/DQ0_0 M M10 M11
101 0/DQ1_0 M M9 M10
102 0/DQ2 0 M N9 N10
I03 0/DQ3 0 M P8 P9
104 0/DQ4 0 M P4 P5
105 0/DQ5 0 M N3 N4
I06_0/DQ6_0 M M3 M4
107 0/DQ7 0 M M2 M3
I00_1/DQO0_1 0] F2 F3
101_1/DQ1_1 0] F3 F4
102_1/DQ2_1 0] E3 E4
103 1/DQ3 1 0] D4 D5
104_1/DQ4_1 0] D8 D9
105 _1/DQ5_1 0] E9 E10
106_1/DQ6_1 0] F9 F10
107 _1/DQ7 1 6] F10 F11
DQS 0t M N7 N8
DQS 1t 0 E5 E6
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BGA-132 BGA-152
Signal Name M/O/R NV-LPDDR4 | NV-LPDDR4
x8 x8
DUS_UC ™ \Y[L5) Y1)
DQS 1 ¢ 6] F4 F5
Z2Q_0 M K3 K4
ZQ 1 0 H9 H10
DBI_0 0] L5 L6
DBI 1 6] G7 G8
SCA O M H10 H11
SCA_1 M K2 K3

Table 2-3

Signal mappings: BGA-132, and BGA-152 package

BGA-272 BGA-252

Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x8 x8
R/BO_0_n 0] H13 H12
R/BO_1_n 0] R4 R3
R/BO_2 n 0] J13 J12
R/BO_3 n 0] P4 P3
R/B1_0_n O H14 H13
R/B1_1_n O R3 R2
R/B1_2 n 0] J14 J13
R/B1 3 n 0] P3 P2
RE_0O_t (n) M K6 K5
RE_1_t(n) 0] N11 N10
RE_2 t(n) 0] L6 L5
RE_3 t(n) 0] M11 M10
RE_0_c M K7 K6
RE_1 ¢ O N10 N9
RE_2 ¢ 0] L7 L6
RE 3 ¢ 0 M10 M9
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BGA-272 BGA-252

Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x8 x8
CEU_U_N ™ RTT RTO
CEO_1 n 0] N6 N5
CEO_2 n O K10 K9
CEO0_3 n 0] N7 N6
CE1_0_n O H11 H10
CE1_1_n O R6 R5
CE1.2 n 0] J11 J10
CE1.3 n 0] P6 P5
CE2 0 n 0] K13 K12
CE2_ 1 n 0] N4 N3
CE2_ 2 n O K12 K11
CE2_.3 n O N5 N4
CE3_0_n O H12 H11
CE3 1 n O R5 R4
CE3 2 n 0] J12 J11
CE3 3 n 0 P5 P4
Vce M B10 B9
C14 C13
D2 D1
D15 D14
E2 E1
K2 K1
N15 N14
V15 V14
w2 W1
W15 W14
Y3 Y2
AA7 AA6
VCCQ M B13 B12
M C3 C2
M G10 G9
M G15 G14
M H2 H1
M R15 R14
M T2 T1
M T7 T6
M Y14 Y13
M AA4 AA3
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BGA-272 BGA-252
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x8 x8
vCTQor ™ BX B3
VCCQL M B11 B10
M F15 F14
M G2 G1
M T15 T14
M U2 U1
M AA6 AA5
M AA13 AA12
VSP2 or R or 0] H6 H5
VCCQL
VSP3 or R or 0] R11 R10
VCCQL
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BGA-272 BGA-252
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x8 x8
VsSsS ™ B5 BX
B6 B5
B7 B6
B12 B11
C4 C3
C5 C4
c10 Cc9
C11 Cc10
C12 CcM1
C13 C12
D3 D2
D4 D3
D5 D4
D12 D11
D13 D12
D14 D13
E3 E2
E4 E3
E5 E4
E12 E11
E13 E12
E14 E13
E15 E14
F2 F1
F3 F2
F4 F3
F12 F11
F13 F12
F14 F13
G3 G2
G4 G3
H3 H2
H4 H3
H7 H6
H15 H14
J4 J3
J5 J4
L12 L11
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BGA-272 BGA-252
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x8 x8
VsSsS ™ TT3 TTZ
L14 L13
L15 L14
M2 M1
M3 M2
M4 M3
M5 M4
P12 P11
P13 P12
R2 R1
R10 R9
R13 R12
R14 R13
T13 T12
T14 T13
U3 u2
U4 U3
us U4
u13 u12
u14 u13
uis u14
V2 V1
V3 V2
V4 V3
V5 V4
V12 V11
V13 V12
V14 V13
W3 W2
w4 w3
W5 w4
W12 W11
W13 W12
W14 W13
Y4 Y3
Y5 Y4
Y6 Y5
Y7 Y6
Y12 Y11
Y13 Y12
AA5 AA4
AA10 AA9
AA11 AA10
AA12 AA11

37




BGA-272 BGA-252

Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x8 x8
VREFQ_DNU R V) 9
L11 L10
M6 M5
M7 M6
Vpp O K15 K14
N2 N1
CLE_O M K5 K4
CLE_1 (@] N12 N11
CLE_2 (@] L5 L4
CLE 3 ©) M12 M11
ALE_O M K4 K3
ALE_1 O N13 N12
ALE_2 O L4 L3
ALE 3 O M13 M12
WE_0_n M H10 H9
WE_1_n O R7 R6
WE_2 n O J10 J9
WE 3 n 0] P7 P6
WP_0_n M K3 K2
WP_1 n O N14 N13
WP_2 n (@] L3 L2
WP 3 n O M14 M13
I00_0/DQ0_0 M Cc7 C6
101_0/DQ1_0 M D7 D6
102_0/DQ2_0 M E7 E6
103 0/DQ3_0 M F5 F4
104 0/DQ4 0 M D11 D10
I05 0/DQ5 0 M E11 E10
106 0/DQ6_0 M F11 F10
I07 0/DQ7 0 M G12 G11
100_1/DQ0_1 0] Y10 Y9
101_1/DQ1_1 0] W10 W9
102_1/DQ2_1 O V10 V9
103_1/DQ3_1 0] u12 U1
104 1/DQ4 1 O W6 W5
105 1/DQ5 1 (@] V6 V5
106 _1/DQ6_1 (e} U6 us
107 1/DQ7 1 O T5 T4
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BGA-272 BGA-252
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x8 x8
TOU_Z7DQU0_2Z O 919 T5
101_2/DQ1_2 0 D6 D5
102_2/DQ2_2 o) E6 E5
103_2/DQ3_2 0] G5 G4
I04_2/DQ4_2 o D10 D9
I05_2/DQ5_2 o) E10 E9
106_2/DQ6_2 0 F10 F9
|07 2/DQ7 2 0 G11 G10
I00_3/DQ0_3 0 Y11 Y10
101_3/DQ1_3 o W11 W10
102_3/DQ2_3 o V11 V10
103_3/DQ3_3 o T12 T11
104_3/DQ4_3 o W7 W)
|05_3/DQ5_3 0 V7 V6
|06_3/DQ6_3 0 u7 U6
|07 3/DQ7 3 0 T6 T5
DQS _0_t M F7 F6
DQS_1_t o u10 U9
DQS_2_t o F6 F5
DQS_3_t O] U1 u10
DQS 0 c M G7 G6
DQS_1 ¢ 0 T10 T9
DQS_2_c (0] G6 G5
DQS 3 ¢ 0 T11 T10
VSPO (R) 0 H5 H4
VSP1 (R) O R12 R11
VSP4 (R) O K14 K13
VSP5 (R) o) N3 N2
VSP6 (R) o) J15 J14
VSP7 (R) 0 P2 P1
ZQ_0 M G14 G13
ZQ_1 0] T3 T2
ZQ_2 0] G13 G12
ZQ_3 o T4 T3
DBI_0 o) J7 J6
DBI_1 o] P10 P9
DBI_2 O J6 J5
DBI_3 (0] P11 P10
SCA_0 M L2 L1
SCA_1 M M15 M14
Table 2-4 Signal mappings: BGA-272 and BGA-252 package
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BGA-316 BGA-316
Signal Name | M/O/R | NV-LPDDR4 | NV-LPDDR4
x8 16 CE n | x832CE n
R/B_0_n 0 F11 F11
R/B_1 n o) U6 U6
R/B_2 n 0 E11 E11
RB 3 n o V6 V6
RE_0_t(n) M K10 K10
RE_1_t(n) o N7 N7
RE_2_t(n) 0 K7 K7
RE 3 t(n) 0 N10 N10
RE_0 ¢ M J10 J10
RE 1 c o P7 P7
RE 2 c o) J7 J7
RE 3 ¢ 0 P10 P10
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BGA-316 BGA-316
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x8 16 CE n | x8 32 CE_n
CEU_U_N ™ RTZ RTZ
CEO_1_n O N5 N5
CEO 2 n 0] J12 J12
CEO_3_n O P5 P5
CE1_0_n 0] H12 H12
CE1_1_n 0] R5 R5
CE1_2 n O G12 G12
CE1_3 n O T5 T5
CE2_0_n O K13 K13
CE2_1_n O N4 N4
CE2_2 n 0] J13 J13
CE2_3 n 0] P4 P4
CE4_0_n O na K14
CE4_1_n O na N3
CE4 2 n 0] na J14
CE4 3 n 0] na P3
CE5 0. n 0] na H14
CE5 1 n 0] na R3
CE5 2 n @) na G14
CE5 3 n @) na T3
CE6_0_n @) na F13
CE6_1_n @) na u4
CE6 2 n 0] na E13
CE6_3 n 0] na V4
CE7 0 n 0] na F14
CE7_1.n 0] na u3
CE7_2 n 0] na E14
CE7 3 n O na V3
CE3 O _nor 0] H13 H13
VCCQ
CE3 1 nor 0] R4 R4
VCCQ
CE3 2 nor 0] G13 G13
VCCQL
CE3_3or 0] T4 T4
VCCQL
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BGA-316 BGA-316
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x816 CE n | x832CE n
VCT ™ BY BY
B11 B11
B13 B13
C4 C4
D2 D2
D15 D15
G4 G4
G15 G15
H2 H2
K15 K15
N2 N2
R15 R15
T2 T2
T13 T13
w2 w2
W15 W15
Y13 Y13
AA4 AA4
AAG6 AAB
AA8 AA8
VCCQ M B4 B4
M F4 F4
M G2 G2
M L15 L15
M M2 M2
M T15 T15
M u13 u13
M AA13 AA13
VCCQor M B6 B6
VCCQL M c10 Cc10
M E2 E2
M H4 H4
M K2 K2
M N15 N15
M R13 R13
M V15 V15
M Y7 Y7
M AA11 AA11

42




BGA-316 BGA-316
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x816 CE n | x832CE n
V3S ™ B5 B5
B7 B7
B10 B10
B12 B12
C3 C3
C5 C5
C11 C11
D3 D3
D10 D10
D11 D11
D12 D12
D13 D13
D14 D14
E3 E3
E13
E14
F2 F2
F3 F3
F5 F5
F13
F14
F15 F15
G3 G3
G5 G5
G14
H3 H3
H5 H5
H14
J4 J4
J14
J15 J15
K3 K3
K4 K4
K14
L14 L14
M3 M3
N3
N13 N13
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BGA-316 BGA-316
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x816 CE n | x832CE n
V3S ™ NTZ NTZ
P2 P2
P3
P13 P13
R3
R12 R12
R14 R14
T3
T12 T12
T14 T14
u2 U2
u3
u4
u12 u12
u14 u14
u15 u15
V3
V4
V14 V14
W3 W3
w4 W4
W5 W5
W6 W6
W7 W7
W14 W14
Y6 Y6
Y12 Y12
Y14 Y14
AA5 AA5
AA7 AA7
AA10 AA10
AA12 AA12
VREFQ_DNU R B8 B8
L3 L3
M14 M14
AA9 AA9
Vpp (0] C14 Cc14
Y3 Y3
CLE_O M H10 H10
CLE_1 (0] R7 R7
CLE_2 (0] H11 H11
CLE 3 0 R6 R6
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BGA-316 BGA-316
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x816 CE n | x832CE n
ALCE_U ™ RTT RTT
ALE_1 (0] N6 N6
ALE_2 0] J11 J11
ALE 3 0 P6 P6
WE_0_n M L10 L10
WE_1 _n (0] M7 M7
WE_2 n (0] L7 L7
WE 3 n (0] M10 M10
WP_0_n M G10 G10
WP_1_n 0] T7 T7
WP_2 n 0] G11 G11
WP 3 n 0 T6 T6
100_0/DQ0_0 M M6 M6
101._0/DQ1_0 M L6 L6
102_0/DQ2_0 M K6 K6
103_0/DQ3 0 M J6 J6
104 0/DQ4_0 M F7 F7
105 0/DQ5 0 M E7 E7
106_0/DQ6_0 M D7 D7
107 0/DQ7 0 M C7 Cc7
100_1/DQO0_1 (@] L11 L11
101_1/DQ1_1 (@] M11 M11
102_1/DQ2_1 (@] N11 N11
103_1/DQ3_1 (@] P11 P11
104_1/DQ4_1 0] u10 u10
105_1/DQ5_1 (0] V10 V10
106_1/DQ6_1 (0] W10 W10
107 _1/DQ7_1 0] Y10 Y10
100_2/DQ0_2 (@] M5 M5
101_2/DQ1_2 (@] L5 L5
102 2/DQ2 2 (@] K5 K5
103 _ 2/DQ3 2 0 J5 J5
104 2/DQ4_2 (0] F6 F6
105 2/DQ5 2 (0] E6 E6
106_2/DQ6_2 (0] D6 D6
107 2/DQ7 2 O C6 C6
100_3/DQ0_3 (@] L12 L12
101_3/DQ1_3 (@] M12 M12
102_3/DQ2_3 (@] N12 N12
103 _3/DQ3_3 0] P12 P12
104_3/DQ4_3 0] U1 u11
105 3/DQ5_3 0] V11 V11
106_3/DQ6_3 0] W11 W11
107 3/DQ7 3 O Y11 Y11
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BGA-316 BGA-316
Signal Name M/O/R | NV-LPDDR4 | NV-LPDDR4
x816 CE n | x832CE n
DUS_U_T ™ G7 G7
DQS_1_t o) T10 T10
DQS_2_t o G6 G6
DQS 3t O T11 T11
DQS 0 ¢ M H7 H7
DQS_1 ¢ o) R10 R10
DQS 2 ¢ o) H6 H6
DQS 3 ¢ 0 R11 R11
VSP (R) o) D4 D4
D5 D5
E4 E4
E5 E5
J2 J2
J3 J3
L4 L4
L13 L13
M4 M4
M13 M13
P14 P14
P15 P15
V12 V12
V13 V13
W12 W12
W13 W13
ZQ 0 M F12 F12
ZQ_1 o us us
Z2Q_2 O E12 E12
ZQ_3 O] V5 V5
DBI_0O 0] F10 F10
DBI_1 ) u7 u7
DBI_2 0] E10 E10
DBI_3 0] V7 V7
SCA 0 M R2 H15 R2 H15
SCA 1 M H15 R2 H15 R2
Table 2-5 Signal mappings: BGA-316 packages
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BGA-178 BGA-154 BGA-146
Signal Name | M/O/R | NV-LPDDR4 | NV-LPDDR4 | NV-LPDDR4

x8 x8 x8

R/BO_0_n M F8 F7 H8

R/BO_1_n 0] K8 K7 H4

R/B1_0_n 0] G8 G7 H7

R/B1 1 n 6] J8 J7 H5

RE_0O_t (n) M G4 G3 D7

RE_1 t(n) 0 J12 J11 M5

RE_0_c M G5 G4 E7

RE 1 ¢ 6] J11 J10 L5

CEO 0 n M E8 E7 H9

CEO_1 n 0] L8 L7 H3

CE1._ 0. n 0] E7 E6 G9

CE1_1_n 0] L9 L8 J3

CE2 0 n 0] F7 F6 G8

CE2_1_n 0] K9 K8 J4

CE3 O _nor 0 G7 G6 G7
VCCQ

CE3 1 nor @) J9 J8 J5
VCCQ

Vce M C8 Cc7 H11

D4 D3 D10

D12 D11 M10

G3 G2 C7

J13 J12 N5

M4 M3 D2

M12 M11 M2

N8 N7 H1

VCCQ M C4 C3 D11

M Cc10 C9 K11

M Cc12 C11 M11

M D3 D2 Cc10

M D13 D12 N10

M M3 M2 C2

M M13 M12 N2

M N4 N3 D1

M N6 N5 F1

M N12 N11 M1
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BGA-178 BGA-154 BGA-146

Signal Name | M/O/R | NV-LPDDR4 | NV-LPDDR4 | NV-LPDDR4
x8 x8 x8
vecTaor ™ =) EX EY
VCCQL M E11 E10 L9
M F3 F2 C8
M F13 F12 N8
M K3 K2 C4
M K13 K12 N4
M L5 L4 E3
M L11 L10 L3
Vss M C5 C4 E11
c7 C6 G11
C9 C8 J11
C11 C10 L11
E3 E2 Cc9
E13 E12 N9
F5 F4 E8
F11 F10 L8
G13 G12 N7
J3 J2 C5
K5 K4 E4
K11 K10 L4
L3 L2 C3
L13 L12 N3
N5 N4 E1
N7 N6 G1
N9 N8 J1
N11 N10 L1
VREFQ_DNU R D8 D7 H10
VREFQ DNU R M8 M7 H2
Vpp 0] C6 C5 F11
D6 D5 F10
M10 M9 K2
N10 N9 K1
CLE_O M J7 J6 G5
CLE 1 0 G9 G8 J7
ALE_O M K7 K6 G4
ALE 1 0 F9 F8 J8
WE 0 n M G6 G5 F7
WE 1 n 0 J10 J9 K5
WP_0_n M L7 L6 G3
WP 1 n 0] E9 E8 J9
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BGA-178 BGA-154 BGA-146

Signal Name | M/O/R | NV-LPDDR4 | NV-LPDDR4 | NV-LPDDR4
x8 x8 x8
10U_U/7DQU_U VI Lo Lo Fo
I01_0/DQ1_0 M K6 K5 F4
102 0/DQ2. 0| M L4 L3 D3
103 0/DQ3 0| M K4 K3 D4
104 0/DQ4 0| M F4 F3 D8
05 0/DQ5 0| M E4 E3 D9
I06_0/DQ6_0 M F6 F5 F8
I07 0/DQ7_0 M E6 ES5 F9
I00_1/DQO0_1 (@) E10 E9 K9
I01_1/DQ1_1| O F10 F9 K8
102_1/DQ2_1 @) E12 E11 M9
103_1/DQ3_1 o) F12 F11 M8
104 _1/DQ4_1 @) K12 K11 M4
I05_1/DQ5_1 (0] L12 L11 M3
I06_1/DQ6_1| O K10 K9 K4
07 1/DQ7 1| O L10 L9 K3
DQS 0 _t M J4 J3 D5
DQS_1 t 0] G12 G11 M7
DQS 0 ¢ M J5 J4 E5
DQS 1 ¢ 0 G11 G10 L7
VSPO (0] M5 M4 E2
VSP1 (0] D11 D10 L10
VSP2 (0] M6 M5 F2
VSP3 (@) D10 D9 K10
ZQ_ 0 M D7 D6 G10
ZQ_1 O M9 M8 J2
DBI_0 (0] J6 J5 F5
DBI_1 (6] G10 G9 K7
SCA O M M7 M6 G2
SCA 1 M D9 D8 J10

Table 2-6 Signal mappings: BGA-178, BGA-154 and BGA-146 packages
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2.5.CE_n/ CA_CE_n Signal Requirements

If one or more LUNSs are active and the host sets CE_n (Conv. Protocol) / CA_CE_n (SCA
Protocol) to one, then those operations continue executing until completion at which point the
NAND Target enters standby. After the CE_n/ CA_CE_n signal is transitioned to one, the host
may drive a different CE_n/ CA_CE_n signal to zero and begin operations on another NAND
Target. In Conv. Protocol if using a dual x8 package (e.g. BGA-154), then operations may
execute in parallel on two different CE_n signals if they are connected to different 8-bit data
buses.

When SR[6] for a particular LUN is cleared to zero and the CE_n/ CA_CE_n signal for the
corresponding NAND Target is pulled low, the host may only issue the Reset, Synchronous
Reset, Reset LUN, Read Status, Read Status Enhanced, or Volume Select (Volume Select only
applicable for the Conv. Protocol) commands to that LUN.

2.6. Absolute Maximum DC Ratings

Stresses greater than those listed in the table below may cause permanent damage to the
device. This is a stress rating only. The table below defines the voltage on any pin relative to Vss
and/or VssQ.

Parameter Symbol Rating Units
VPP Supply Voltage Vpp -0.6 to +16 \
Vce = 2.5V and VeeQ = 1.2V nominal
Vcc Supply Voltage Vce -0.3to +3.2
Voltage Input VIN -0.2to +1.5 \%
VceQ Supply Voltage Veea -0.2t0 +1.5
Vee = 2.5V, VeeQ = 1.2V and VecQL = 0.6V nominal
Vce Supply Voltage Vce -0.3t0+3.2
Voltage Input VN -0.2to +1.5
VceQ Supply Voltage Vcea -0.2to +1.5 v
VceQL Supply Voltage Vecal -0.2to +1.5
Table 2-7 Absolute maximum DC ratings

2.7.Recommended DC Operating Conditions

Operation beyond the recommended operating conditions is not recommended, exposure beyond
these conditions may affect device reliability.
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Parameter Symbol Min Typ Max Units

Supply voltage for 2.5V devices 1.2 Vee 2.35 2.5 2.75 \
Supply voltage for 1.2V I/O
PPy VETad Veea 1.14 12 | 126 | v
signaling
Supply voltage for 0.6V 1/O (PI-LTT)
. . 123 Vceal 0.57 0.60 0.63 V
signaling "~
Ground voltage supply Vss 0 0 0 V
Qrouqd voltage supply for I/O Vssa 0 0 0 Vv
signaling
External voltage supply Vep 10.8 12.0 13.2 V
NOTE:
1. AC Noise on the Vcc, VeeQ and VecQL supply voltages shall not exceed +/- 3% of Typ
voltage.
2. AC and DC noise together at the NAND ball shall stay within the Min-Max range specified in
this table.
3. VceQL (PI-LTT) is an optional supply for NAND devices to support. When the NAND device

does not support VccQL or the application that uses the NAND device does not support
VceQL operation, then the VecQL balls shall be treated as VecQ balls and be supplied with
the VccQ recommended supply range specified in this table. When the NAND device
supports VccQL and the application supports VccQL, when enabling VecQL mode on the
NAND device and operating in VccQL mode, the voltage on the VccQL supply shall be
within the VccQL recommended range specified in this table.

Table 2-8 Recommended DC Operating Conditions
Parameter Symbol Max Z(f) Max Z(f) Units
Freq: 2Mhz to Freq:
10Mhz 20Mhz

Power supply impedance for
2.5V supply 1.2

Z(f)_Vec TBD TBD mQ

Power supply impedance for Z(f)_Vcea

10 20 mQ
1.2V 1/0 supply ' 2
Power supply impedance for (v 10 20 o
m

0.6V 1/0 supply™ 2 —reea
External voltage supply ' 2 Z(f)_Ver TBD TBD mQ
NOTE:

1. Z(f) is defined for all pins per voltage domain.

2. Z(f) does not include the NAND package and silicon die.

The device may have AC overshoot or undershoot from VccQ or VecQL (VecQL for NV-LPDDR4

Table 2-9 Power Supply Impedance Requirements

2.8. AC Overshoot/Undershoot Requirements

with VccQL, also known as PI-LTT) and Vss/VssQ levels. Table 2-10 defines the maximum
values that the AC overshoot or undershoot may attain.

The maximum overshoot area above VccQ/VecQL and the maximum undershoot area below

Vss/VssQ is symmetric and varies depending on timing mode; refer to Table 2-10. These values

apply to the maximum data signaling frequency for a given timing mode. If the data signaling
frequency for maximum overshoot or undershoot conditions is less than the selected timing
mode, then the values for the applicable slower timing mode may be used.
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NAND devices may have different maximum amplitude requirements for overshoot and
undershoot than the controller. If the controller has more stringent requirements termination or
other means of reducing overshoot or undershoot may be required to reduce beyond the NAND
requirements.

Maximum Overshoot above VccQ and
Parameter Maximum Undershoot below VssQ
Area Amplitude
1/0 signals and RE_t/RE_c All signals
Timing Mode 0-1 2.00 V-ns
Timing Mode 2 1.20 V-ns
Timing Mode 3 0.96 V-ns
Timing Mode 4 0.80 V-ns
Timing Mode 5 0.60 V-ns
Timing Mode 6 0.48 V-ns
Timing Mode 7 0.40 V-ns
Timing Mode 8 0.30 V-ns
Timing Mode 9 0.24 V-ns
Timing Mode 10 0.20 V-ns
Timing Mode 11 0.15 V-ns
Timing Mode 12 0.13 V-ns
Timing Mode 13 0.12 V-ns
Timing Mode 14 0.11 V-ns 030V
Timing Mode 15 0.10 V-ns
Timing Mode 16 0.09 V-ns
Timing Mode 17 0.08 V-ns
Timing Mode 18 0.073 V-ns
Timing Mode 19 0.067 V-ns
Timing Mode 20 0.057 V-ns
Timing Mode 21 0.050 V-ns
Timing Mode 22 0.044 V-ns
Timing Mode 23 0.040 V-ns
Timing Mode 24 0.038 V-ns
Timing Mode 25 0.036 V-ns
Timing Mode 26 0.033 V-ns
NOTE 1: Intended for devices with no clamp protection and is guaranteed by design.

Table 2-10 NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT) AC
Overshoot/Undershoot Maximum Values
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The figure below displays pictorially the parameters described in Table 2-10.

Maximum
Amplitude / Overshoot Area
Volts (v)  VeoQ
VssQ
Maximum Undershoot Area
Amplitude

Figure 2-16 AC Overshoot/Undershoot Diagram
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2.9.Input AC/DC Levels

2.9.1. Single-Ended Input AC/DC Levels

29.11.

NV-LPDDR4 (LTT)

The following tables show the input level requirements for various signals. For all signals, the
receiver will effectively switch as a result of the signal crossing the AC input level and remain in
that state as long as the signal does not ring back above (below) the DC input LOW (HIGH) level.

Parameter Symbol Conditions Min Typ Max Units
DC Input high voltage |  VIH.UNTERM.LTT3# .
unterminated (DC) - VeeQ * 0.5 - VeeQ mV
AC Input high voltage |  VIH.UNTERM.LTT3# .
unterminated (AC) - VeeQ *0.5 - (Note 1) mV
DC Input low voltage VIL.UNTERM.LTT34 i Vs ] 80 v
unterminated (DC)
DC Input low voltage | VIL.UNTERM.LTT3#
unterminated (AC) B (Note 1) . 60 mV
Timing mode | Vcent DQ +
DC Input high voltage VIH.LTT®® (DC) 0- 21 80 - VeeQ mV
) Timing mode | Vcent_DQ +
22 -26 60
Timing mode | Vcent DQ +
AC Input high voltage VIH.LTT3® (AC) 021 100 - (Note 1) mV
) Timing mode | Vcent_DQ +
22 -26 85
el I | as Tlrrgn_gzn:ode v Vcent_DQ - 80 v
nput low voltage VILLTT3S (DC) Timing mode ssQ N m
22 - 26 —
s Timig mode Veent_DQ - 100
AC Input low voltage VIL.LTT>® (AC) Timing mode (Note 1) - Voot DO -85 mV
22-26 cent_bit-
a Tirqigg ;ode 160
DQ RX Mask Voltage 6 -
total VDIVW.LTT Timing mode 120 - - mV
22 -26
Timing mode 200
DQ AC Input pulse VIHL.LTT” 16 - 21 ) ) iy
amplitude pk-pk (AC) Timing mode 170
22 - 26
DC Input high voltage
(CE_n, WP_n, CLE, VIH.CMOS? (DC) - VeeQ * 0.7 - VeeQ mV
ALE, WE_n)
AC Input high voltage
(CE_n, WP_n, CLE, VIH.CMOS? (AC) - VceQ *0.8 - (Note 1) mV
ALE, WE n)
DC Input low voltage
(CE_n, WP_n, CLE, VIL.CMOS? (DC) - Vss - VeeQ * 0.3 mV
ALE, WE_n)
AC Input low voltage
(CE_n, WP_n, CLE, VIL.CMOS? (AC) - (Note 1) - VeeQ * 0.2 mV
ALE, WE_n)
NOTES:
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Refer to AC Overshoot and Undershoot requirements.

CE_n, WE_n, ALE, CLE and WP_n are CMOS signals and do not use LTT levels.

These specs apply to RE_t/RE_c, DQS_t/DQS_c, DQ[7:0] and DBI. For RE_t, RE_n, DQS_t and DQS_c these
are single-ended signal requirements.

Termination is disabled during command cycles, address cycles and during data input/output cycles when ODT
from the NAND (target and non-target) and the controller are disabled. NAND vendors may support a higher
VIL.UNTERM.LTT or lower VIH.UNTERM.LTT specifications. See vendor datasheet.

Vcent_DQ shall be regarded as Vcent_RE, Vcent_DQS and Vcent_DQ for RE_t/RE_c, DQS_t/DQS_c, DBl and
DQ[7:0] signals respectively.

For DQ signals, DQ Rx Mask specifiations are aligned to DC requirements and VIHL.LTT (AC) specification is
aligned to AC signal requirements.The signal input pulse amplitude must meet or exceed VIHL.LTT (AC) at any
point over the total Ul, except when no transitions are occurring for that Ul. VIHL.LTT (AC) is centered around
Vceent_DQ (pin_mid) such that [VIHL.LTT (AC) (min)] / 2 must be met both above and below Vcent_DQ
(pin_mid). There are no timing requirements above or below VIHL.LTT (AC) levels.

Table 2-11 Single-Ended AC/DC Input Levels for NV-LPDDR4 (LTT)
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2.9.1.2. NV-LPDDR4 with VccQL (PI-LTT) AC/DC Levels
Parameter Symbol Conditions Min Typ Max Units
DC Input high voltage | VIH.UNTERM.PILTT3# .
unterminated (DC) - VeeQL * 0.85 - VeeQL mV
AC Input high voltage | VIH.UNTERM.PILTT3#* .
unterminated (AC) - VeeQL * 0.90 - (Note 1) mV
DC Input low voltage | VIL.UNTERM.PILTT®* ) Vss . 80 mv
unterminated (DC)
DC Input low voltage | VIL.UNTERM.PILTT3#
unterminated (AC) ) (Note 1) B 60 mV
Timing mode | Vcent_DQ +
. 0-21 80
DC Input high voltage VIH.PILTT®® (DC) Timing mode | Veent DQ + - VeeQL mV
22 - 26 60
Timing mode | Vcent_DQ +
AC Input high voltage VIH.PILTT3® (AC) 0-21 100 - (Note 1) mV
: Timing mode | Vcent_DQ +
22 -26 85
Timing mode Vcent_DQ -
DC Input low voltage VIL.PILTT3 (DC) 021 Vss - 80 mV
: Timing mode Vcent_DQ -
22 - 26 60
Timing mode Vcent_DQ -
AC Input low voltage VILPILTT3S (AC) _16 - 21 (Note 1) - 100 mv
: Timing mode Vcent_DQ -
22 - 26 85
a Tin11igg r2n10de 160
DQ RX Mask Voltage 6 -
total VDIVW.PILTT Timing mode 120 ) ) mv
22 - 26
Timing mode 200
DQ AC Input pulse VIHL.PILTT’ 16 - 21 B . mV
amplitude pk-pk (AC) Timing mode 170
22 - 26
DC Input high voltage
(CE_n, WP_n, CLE, VIH.CMOS? (DC) - VeeQ * 0.7 - VeeQ mV
ALE, WE_n)
AC Input high voltage
(CE_n, WP_n, CLE, VIH.CMOS? (AC) - VeeQ *0.8 - (Note 1) mvV
ALE, WE_n)
DC Input low voltage
(CE_n, WP_n, CLE, VIL.CMOS? (DC) - Vss - | VecQ*0.3 mvV
ALE, WE_n)
AC Input low voltage
(CE_n, WP_n, CLE, VIL.CMOS? (AC) - (Note 1) - | VeeQ*02 | mv
ALE, WE_n)
NOTES:

1. Refer to AC Overshoot and Undershoot requirements.
. CE_n, WE_n, ALE, CLE and WP_n are CMOS signals and do not use PI-LTT levels.
3. These specs apply to RE_t/RE_c, DQS_t/DQS_c, DQ[7:0] and DBI. For RE_t, RE_n, DQS_t and DQS_c these
are single-ended signal requirements.

4. Termination is disabled during command cycles, address cycles and during data input/output cycles when ODT
from the NAND (target and non-target) and the controller are disabled. NAND vendors may support a higher
VIL.UNTERM.PILTT or lower VIH.UNTERM.PILTT specifications. See vendor datasheet.

5. Vcent_DQ shall be regarded as Vcent_RE, Vcent_DQS and Vcent_DQ for RE_t/RE_c, DQS_t/DQS_c, DBl and
DQ[7:0] signals respectively.

6. For DQ signals, DQ Rx Mask specifiations are aligned to DC requirements and VIHL.PILTT (AC) specification
is aligned to AC signal requirements.The signal input pulse amplitude must meet or exceed VIHL.PILTT (AC) at
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any point over the total Ul, except when no transitions are occurring for that Ul. VIHL.PILTT (AC) is centered
around Vcent_DQ (pin_mid) such that [VIHL.PILTT (AC) (min)] / 2 must be met both above and below
Vcent_DQ (pin_mid). There are no timing requirements above or below VIHL.PILTT (AC) levels.

Table 2-12 Single-Ended AC/DC Input Levels for NV-LPDDR4 with VccQL (PI-LTT)

2.9.2. Controller DQ Rx Mask Levels

The Controller DQ RX Mask specifications in the table below are applicable to controllers that
support the data rates listed in the tables below. These specifications do not apply to NAND
component.

Parameter Symbol Test Conditions Min | Typ | Max Units
Timing mode 0 - 21 160
DQ RX Mask
Voltage total VDIVW.CTLR Timing mode 22 120 - - mV
Timing mode 23 - 26 100

NOTES:

1. The controller DQ Rx mask specifications in this table apply to both NV-LPDDR4 (LTT) and NV-LPDDR4 with
VeeQL (PI-LTT)

2. The controller DQ Rx mask specification is only for reference and smaller value might be required depending
on system. System designers should use IBIS model to close overall system timings

Table 2-13 Controller DQ RX Mask Conditions

2.9.1. Differential AC/DC Levels

The differential AC and DC input levels are defined in the table below. These levels are used to
calculate differential signal slew rate.
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Interface Parameter Symbol Min Max Units

Differential input VIHIff.LTT
high DC (DC) 2 x [VIH.LTT (DC) — Vcent] Refer to Note 1. \Y
Differential input | VILdiff LTT Refer to Note 1. 2 x [VILLTT (DC) — Veent] v
low DC (DC)

NV-LPDDR4 (LTT) Differential input VIHdiff.LTT
high AC (AC) 2 x [VIH.LTT (AC) — Vcent] Refer to Note 1. \Y
Differential input VILdiff.LTT
low AC (AC) Refer to Note 1. 2 x [VIL.LTT (AC) — Vcent] \Y
Differential input VIHdiff.PILTT 2 x [VIH.PILTT (DC) —
high DC (DC) Veent] Refer to Note 2. \Y
Differential input VILdiff. PILTT

NV-LPDDR4 with low DC (DC) Refer to Note 2. 2 x [VIL.PILTT (DC) — Vcent] \Y

VccQL (PI-LTT) Differential input VIHdiff.PILTT 2 x [VIH.PILTT (AC) —
high AC (AC) Veent] Refer to Note 2. \Y
Differential input VILdiff. PILTT
low AC (AC) Refer to Note 2. 2 x [VIL.PILTT (AC) — Vcent] \Y

NOTE:

1. These values are not defined. However, the single-ended signals (RE_t, RE_c, DQS_t, and DQS_c) need to be within
the respective limits [VIH.LTT(DC) max, VIL.LTT (DC) min] for single-ended signals as well as the limitations for
overshoot and undershoot as specified in the AC Overshoot/Undershoot Requirements section.

2. These values are not defined. However, the single-ended signals (RE_t, RE_c, DQS _t, and DQS_c) need to be within
the respective limits [VIH.PILTT(DC) max, VIL.PILTT (DC) min] for single-ended signals as well as the limitations for
overshoot and undershoot as specified in the AC Overshoot/Undershoot Requirements section.

Table 2-14 Differential AC and DC Input Levels
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Figure 2-17 Definition of Differential AC Swing
Up to >3200 MT/s
Parameter Symbol up to Unit
3200 MT/s 4800 MT/s
AC differential Vix..crrrerv | VREFDQ + 0.064 | VREFDQ + 0.054 \%
input cross-point
voltage
NOTES:

1. For NV-LPDDR4 (LTT), the typical value of VIX is expected to be about VREFDQ of the NAND

Flash Memory internal setting value by VREF Training and VIX is expected to track variations in
VREFDAQ. VIX indicates the voltage at which differential input signals must cross.
2. VIX value for unterminated condition is VSP

Table 2-15 Differential Vix Levels for NV-LPDDR4 (LTT)
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Up to >3200 MT/s
Parameter Symbol up to Unit
3200 MT/s 4800 MT/s
AC differential input VIX.PI-LTT.TERM VREFDQ + 0.064 | VREFDQ % 0.054 Y
cross-point voltage
NOTES:

3. For NV-LPDDR4 with VccQL (PI-LTT), the typical value of VIX is expected to be about VREFDQ of
the NAND Flash Memory internal setting value by VREF Training and VIX is expected to track
variations in VREFDQ. VIX indicates the voltage at which differential input signals must cross.

4. VIX value for unterminated condition is VSP

Table 2-16 Differential Vix Levels for NV-LPDDR4 with VccQL (PI-LTT)
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2.9.2. Internal VREFQ Specifications

The tables below show the minimum required range of NAND internal VREFQ. NAND devices
may offer a wider allowable range (see vendor datasheet). A host shall not set the NAND internal
VREFQ to a setting beyond the allowable range even during Write Training Internal VREFQ
training. These specs define the allowable range for NAND internal VrefQ settings but does not
represent the needed settings for high-speed operations. The needed setting for high-speed
operations is obtained from either NAND vendor recommendation or through Internal VrefQ
Training. NAND Devices could support either Value1 or Value3 settings (see vendor datasheet)

Interface Parameter Symbol Min Max Unit
Minimum allowable range 0.40 x
upper limit VREFQ1.HLLTT - VeoQ Vv
NV'(I]EE_I)DR“ Minimum allowable range
lower limit VREFQ1.LO.LTT 160 - mvV
Internal VREFQ Tolerance | VREFQ1.TOLLTT | -1.75% +1.75% VeeQ
Minimum allowable range 0.60 x
NV-LPDDRA upper limit VREFQ1.HLPILTT - Vool v
with VccQL Minimum allowable range
(PI-LTT) lower limit VREFQ1.LO.PILTT 80 - mvV
Internal VREFQ Tolerance | VREFQ1.TOL.PILTT | -2.63% +2.63% | VeeQl
Table 2-17 Internal VREFQ specifications for Value1
Interface Parameter Symbol Min Max Unit
Minimum allowable range 0.3175 x
upper limit VREFQ3.HLLTT - VoeQ Vv
NV-LPDDR4 Minimum allowable range
(LTT) lower limit VREFQ3.LO.LTT 160 - mV
Internal VREFQ Tolerance VREFQ3.TOL.LTT -1.75% +1.75% VeeQ
Minimum allowable range 0.50 x
NV-LPDDR4 upper limit VREFQ3.HLPILTT - Veeal Vv
with VecQL Minimum allowable range
(PI-LTT) lower limit VREFQ3.LO.PILTT 80 - mV
Internal VREFQ Tolerance | VREFQ3.TOL.PILTT | -2.63% +2.63% | VccQL

Table 2-18 Internal VREFQ specifications for Value3

2.9.3. Input Waveform Monotonicity Requirement

NAND input circuitry becomes more susceptible to input waveform monotonicity as interface data
rate goes up. The input waveform of differential DQS_t/DQS_c, differential RE_t/RE_c and
WE_n_x (CA_CLK_x) shall be monotonic in slope between Pt-A and Pt-B in the diagram below:
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Differential “DQS_t-DQS_c” and “RE_t-RE_c”

WE_n (CA_CLK)
P ‘ Pt-A l‘l -
o < .'iiv-_\\ . ";\ N b‘ VeeQ/2 ”;“-;‘ - ‘;
e - el = > \‘.‘ PLB ,” = ’ —== ull
. N ::‘:\‘ Not monatonic fe2" ’
N 1 cycle Toyde
Figure 2-18 Input Waveform Pt-A and Pt-B Diagram
Input Signal NV-LPDDR (LTT) NV-LPDDR4 with VccQL (PI-LTT)
Pt-A Pt-B Pt-A Pt-B
Differential DQS | VIH.LTT(DC)(Min)— | VIL.LTT(DC)(Max)— VIH.PILTT(DC)(Min) — | VIL.PILTT(DC)(Max)
(DQS_t - VIL.LTT(DC)(Max) VIH.LTT(DC)(Min) VIL.PILTT(DC)(Max) | — VIH.PILTT(DC)(Min)
DQS c)
Differential RE VIH.LTT(DC)(Min)— | VIL.LTT(DC)(Max) — VIH.PILTT(DC)(Min) — | VIL.PILTT(DC)(Max)
(RE_t—RE_¢) VIL.LTT(DC)(Max) VIH.LTT(DC)(Min) VIL.PILTT(DC)(Max) | = VIH.PILTT(DC)(Min)
Single-Ended

WE_n (CA_CLK)

VIH.CMOS(DC)(Min)

VIL.CMOS(DC)(Max)

VIH.CMOS(DC)(Min)

VIL.CMOS(DC)(Max)

Table 2-19 Input Waveform Monoticity Pt-A and Pt-B Definition

The range to keep monotonic slope in unterminated condition for differential DQS and RE is

vendor specific.

2.10. Power/Current Specifications

All operating current ratings in this section are specified per active logical unit (LUN). A LUN is
active when there is a command outstanding to it. All other current ratings in this section are
specified per LUN (regardless of whether it is active).

The test conditions and measurement methodology for the ICC values is defined in the Appendix.
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Parameter Symbol Test Conditions | Min | Typ Max Units
Array read current ICC1 - - 100/150/200/2356 mA
Array program current ICC2 - - 100/150/200/2356 mA
Array erase current ICC3 - - 100 mA

4
ICC4 - - 50/100/135/180/250/300 mA
I/O burst read current R3 Refer to 4
ICCQ4R Appendix - - 50/100/135/180/250/300 mA
. ICC4w - - 50/100/135/1 80/250/3004 mA
I/O burst write current 3 2
ICCQ4w - - 50/100/135/180/250/300 mA
Bus idle current ICCS - - 15 mA
5 5 ICCQ5 - - 15 mA
CE_n=VccQ-0.2V, 7
1SB WP n=0V/VecQ - - 100/200/270 HA
Standby current —
8 CE_n=VccQ-0.2V, ) ) 125 A
ISBQ WP_n=0V/VceQ H
Staggered CE_n=VccQ-0.2V
power-up current from IST tRise =1 ms - - 10 mA
Vcc supply cLine = 0.1 yF
Vpp Ildle current |pp|5 - - - 10 uA
Vpp Active current |ppA5 - - - 15 mA
VIN=0V to VccQ
Input leakage current ||_|9 (LTT), VIN to VccQL - - +10 MA
(PI-LTT)
Output low current _
(R/B_n) IOL(R/B_n) VOL=0.2 V 3 4 - mA
NOTE:

1.

2.

i

ICC1, ICC2, and ICC3 as listed in this table are active current values. For details on how to calculate the active
current from the measured values, refer to Appendix.

During cache operations, increased ICC current is allowed while data is being transferred on the bus and an array
operation is ongoing. For a cached read this value is ICC1 + ICC4g; for a cached write this value is ICC2(active) +
ICC4w.

For ICCQ4r and ICCQ4w the test conditions in Appendix specify IOUT = 0 mA. When lout is not equal to 0 mA,
additional VccQ switching current will be drawn that is highly dependent on system configuration. lccQ due to
loading without IOUT = 0 mA may be calculated for each output pin assuming 50% data switching as (lccQ = 0.5 *
CL * VceQ * frequency), where C is the capacitive load.

When the data frequency is above 3600MT/s and below or equal to 4800MT/s, then the LUN may consume up to
300 mA. When the data frequency is above 2400 MT/s and below or equal to 3600MT/s, then the LUN may
consume up to 250 mA. When the data frequency is above 800 MT/s and below or equal to 2400MT/s, then the
LUN may consume up to 180 mA. When the data frequency is above 400MT/s and below or equal to 800 MT/s,
then the LUN may consume up to 135 mA. When the data frequency is above 200 MT/s and below or equal to
400 MT/s, then the LUN may consume up to 100 mA. When the data frequency is below or equal to 200 MT/s,
then the LUN may consume up to 50 mA.

IPP Idle current is IPP current measured when Vpp is supplied and Vpp is not enabled via Set Feature. IPP Active
current is IPP current measured when Vpp is supplied and Vpp is enabled via Set Feature.

When the data frequency is above 3600MT/s and below or equal to 4800MT/s, then the LUN may consume up to
235 mA. When the data frequency is above 2400 MT/s and below or equal to 3600MT/s, then the LUN may
consume up to 200 mA. When the data frequency is above 1600 MT/s and below or equal to 2400MT/s, then the
LUN may consume up to 150 mA. When the data frequency is below or equal to 1600 MT/s, then the LUN may
consume up to 100 mA.

For LUNs that support a maximum data frequency above 3600MT/s and below or equal to 4800MT/s, the ISB
Max limit is 270 pA. For LUNs that support a maximum data frequency above 2400 MT/s and below or equal to
3600MT/s, the ISB Max limit is 200 yA. For LUNs that support a maximum data frequency below or equal to 2400
MT/s, the ISB Max limit is 100 pA.

During ISBQ testing, DQS_t/DQS_c, RE_t/RE_c, DQ[7:0] and DBI are floating.

ILI is tested across the entire recommended VecQ (LTT) or VecQL (PI-LTT) range.

Table 2-20 Current Specifications for Raw NAND on Vcc, VccQ, VccQL or Vpp
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The table below specifies the output leakage current requirements (ILO) across the entire allowed
VceQ/VecQL ranges specified in Table 2-8.

Symbol Parameter Max

ILOpq Output leakage current: DQ are disabled, 20uA’
VOUT=VccQ for NV-LPDDR4 (LTT) or
VOUT=VccQL for NV-LPDDR4 with VccQL (PI-LTT)
ILOpy Output leakage current: DQ are disabled, ODT 20uA"
disabled, VOUT=0V for both NV-LPDDR4 (LTT) and
NV-LDDR4 with VccQL (PI-LTT)

NOTE:
1. Absolute leakage value per DQ pin per NAND die. The following signals
are required to meet output leakage (DQ[7:0], DQS_t, DQS_c, RE_t, RE_c)

Table 2-21 Output Leakage
2.10.1. Staggered Power-up

Subsystems that support multiple Flash devices may experience power system design issues
related to the current load presented during the power-on condition. To limit the current load
presented to the host at power-on, all devices shall support power-up in a low-power condition.

Until a Reset (FFh) command is received by the NAND Target after power-on, the NAND Target
shall not draw more than IST of current per LUN from the Vcc supply. For example, a NAND
Target that contains 4 LUNs may draw up to 40 mA of current until a Reset (FFh) command is
received after power-on.

This value is measured with a nominal rise time (tRise) of 1 millisecond and a line capacitance
(cLine) of 0.1 yF. The measurement shall be taken with 1 millisecond averaging intervals and
shall begin after the following:
e For NV-LPDDR4 (LTT), when Vcc reaches Vecc_min and VccQ reaches VecQ_min.
e For NV-LPDDR4 with VccQL (PI-LTT), when Vcce reaches Vec_min and VecQ reaches
VceQ_min and VecQL reaches VecQL_min

2.11. Power Cycle Requirements

For the NV-LPDDR4 (LTT) interface, as part of a power cycle, the host shall hold both Vcc and
VceQ voltages levels below 100 mV for a minimum time of 100 ns.

For the NV-LPDDR4 with VccQL (PI-LTT) interface, as part of a power cycle, the host shall hold
Vce, VeeQ and VecQL voltage levels below 100 mV for a minimum time of 100 ns.

If these requirements are not met as part of a power cycle operation, the device may enter an
indeterminate state.

2.12. Independent Data Buses

There may be two independent 8-bit data buses on some ONFI packages (i.e., the BGA-132 and
BGA-154 packages). There may be four independent 8-bit data buses in some ONFI packages
(i.e. the BGA-316 and BGA-272 packages).
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Some signals have a channel (i.e. 8-bit data bus) designator in their name: for example, “x” in
CEO_x_n. A signal that has a designator for a certain channel cannot be used for another
channel. For example, CEO_0_n cannot be used for any channel other than channel 0 or
R/B0O_1_n cannot be used for any channel other than channel 1.

In some package configurations, there are multiple CE_n signals per R/B_n signal. Table 2-22
describes the R/B_n signal that each CE_n uses in the case when there are two R/B_n signals
and more than one CE_n per 8-bit data bus. Table 2-23 describes the R/B_n signal that each
CE_n uses in the case when there is a single R/B_n signal per 8-bit data bus. Table 2-24
provides the case when there is a single CE_n and two R/B_n signals per 8-bit data bus. For
packages that only support two 8-bit data buses, R/BO_2 n, R/B1_2 n,R/B0_3 nand R/B1_3 n
shall be ignored.

| Signal Name CE_n

R/BO_0 _n CEQ_0_n,CE2_0_n,CE4_0 _n,CE6_0_n
R/BO_1_n CEO_1_n,CE2_1_n,CE4_1 _n,CE6_1_n
R/BO_2 n CE0 2 n,CE2_ 2 n,CE4 2 n,CE6_2 n
R/BO_3 n CEQ 3 n,CE2_3 n,CE4_3 n, CE6_3 n
R/B1.0 n CE1_0_n,CE3_0_n,CE5 0 n,CE7 0 _n
R/B1_1.n CE1.1.n,CE3_1.n,CE5 1 n,CE7 1 n
R/B1_2 n CE1.2 n,CE3_2 n,CE5 2 n,CE7_2 n
R/B1_3 n CE1_3 n,CE3_3 n,CE5 3 n,CE7_3 n

Table 2-22 R/B_n Signal Use per CE_n with two R/B_n signals per channel

Signal Name CE_n

R/BO_0 n CE0 0 n,CE1 0 n,CE2 0 n,CE3 0 n,CE4 0 n,CE5 0 n,CE6 0 n,CE7 O n
R/BO_1 n CEO0O 1 n,CE1 1 n,CE2 1 n,CE31nCE41nCE51nCE61nCE7 1n
R/BO 2 n CE0 2 n,CE1 2 n,CE2 2 n,CE3 2 n,CE4 2 n,CE5 2 n,CE6 2 n,CE7 2 n
R/BO_3 n CE0 3 n,CE1 3 n,CE2 3 n,CE3 3 n,CE4 3 n,CE5 3 n,CE6 3 n,CE7 3 n

Table 2-23 R/B_n Signal Use per CE_n with a single R/B_n signal per channel

| Signal Name CE_n
R/BO_0_n CEO_0_n
R/BO_1_n CEO_1_n
R/BO_2 n CEO_2 n
R/BO_3 n CEO_3_n
R/B1_0_n CE1_0_n
R/B1_1_n CE1_1_n
R/B1_2 n CE1_2 n
R/B1_3 n CE1_3_n

Table 2-24 R/B_n Signal Use per CE_n with a two R/B_n signals per channel and one
CE_n per channel

Implementations may tie the data lines and control signals (RE_n, CLE, ALE, WE_n, WP_n, and
DQS) together for the two independent 8-bit data buses externally to the device.
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2.13. Power Sequence and Ready/Busy (R/B_n)
Requirements

2.13.1. Power Sequence Requirements

During power-on, VccQ and VecQL (if applicable) shall be less than or equal to Vcc at all times.
The figure below shows VccQ and VecQL (if applicable) ramping after Vcc, however, they may
ramp at the same time.

50 ps
(min)

VeeQ ’
VecQL % RB_valid_Vcc
| |
Vce /

>=0ps —p -« ‘
(min) [

R/B_.n / N

<
|*

| | RB_device ready

Y

|
Ve ramp | VeeQs= Reset (FFh)
starts | VeeQ_min is issued

vee = |:| Undefined

Vce_min

Figure 2-19 Power-On Sequence and R/B_n Power-On Behavior

When users boot up or power down a NAND device, VccQ must be equal or higher than VecQL.
NAND devices only allow the four cases power-on/power-off as shown in the following figure :
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Figure 2-20 VccQ and VccQL Power-On/Off when Boot-Up or Power-Down

Once Vce, VeeQ and VeceQL (if applicable) reach the Vee minimum, VecQ minimum and VecQL
minimum values, respectively, listed in Table 2-8 and power is stable, the R/B_n signal shall be
valid after RB_valid_Vcc and shall be set to one (Ready) within RB_device_ready, as listed in
Table 2-25. R/B_n is undefined until 50 us has elapsed after Vcc has started to ramp. The R/B_n
signal is not valid until both of these conditions are met.

Parameter NAND
RB_valid_Vcc 10 us
RB_device_ready 1ms

Table 2-25 R/B_n Power-on Requirements

Ready/Busy is implemented as an open drain circuit, thus a pull-up resistor shall be used for
termination. The combination of the pull-up resistor and the capacitive loading of the R/B_n circuit
determines the rise time of R/B_n.

2.13.2. R/B_n and SR[6] Relationship

R/B_n shall reflect the logical AND of the SR[6] (Status Register bit 6) values for all LUNs on the
corresponding NAND Target or Volume. In the case that more than one NAND target or Volume
share an R/B_n signal, R/B_n shall reflect the logical AND of the SR[6] (Status Register bit 6)
values for all LUNs connected to the shared R/B_n signal. For example, R/B0_0 is logical AND of
the SR[6] values for all LUNs that share R/B0O_0. Thus, R/B_n reflects whether any LUN is busy
on a particular NAND Target or if there are multiple NAND Targets that share R/B_n, R/B_n
reflects whether any LUN is busy on any of the shared NAND Targets.

2.14. Write Protect

When cleared to zero, the WP_n signal disables Flash array program and erase operations. This
signal shall only be transitioned while there are no commands executing on the device. After
modifying the value of WP_n, the host shall not issue a new command to the device for at least
tWW delay time.

The figure below describes the tWW timing requirement, shown with the start of a Program
command. The bus shall be idle for tWW time after WP_n transitions from zero to one before a
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new command is issued by the host, including Program. The bus shall be idle for tWW time after
WP _n transitions from one to zero before a new command is issued by the host.

As defined for
Page Program

|
Cycle Type { cmp | AbDR | ADDR 1 ADDR }H ADDR H ADDR }——

= tWW >
DQx (80h>—<c1>—<02>-<R1>-<R2>_<R3>__
SRI[6]
WP _n
Bus shall
be idle

Figure 2-21 Write Protect timing requirements example
2.15. Volume Appointment

Volume Addressing and Volume Appointment for Matrix ODT operation are only used in the
Conv. Protocol. This section is not applicable for the SCA Protocol.

Figure 2-22 shows an example of a multi-package channel topology where the use of Non-Target
ODT may be useful. If the host wants to have the terminator on a package that does not share a
CE_n with the selected NAND Target, then each NAND Target that may act as a terminator shall
have a Volume appointed at initialization using the Set Features command to the Volume
Configuration feature.

Each CE_n shall be individually pulled low and have a unique Volume Address appointed. Once
all NAND Targets have Volume Addresses appointed, the appointed Volume Addresses may be
used for termination selection.

During operation, the CE_n signal for the selected Volume and for any NAND Targets assigned
as a terminator for the selected Volume need to be brought low. When CE_n is brought low for an
unselected Volume, all LUNSs that are not assigned as terminators for the selected Volume are
deselected.

After Volume Addresses have been appointed to LUNs on a CE_n, the Volume Select command
need to be used to select and deselect the Volumes on the channel. For more efficient issuance
of Volume Select commands, multiple CE_n may be asserted on the channel during Volume
Select sequence issuance to simultaneously select and deselect Volumes.
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Figure 2-22 Example Multi-Package Channel Topology
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3. Memory Organization

Figure 3-1 shows an example of a Target memory organization. In this case, there are two logical
units where each logical unit has two planes.

0 Hun [ed1bo7
| Hun [ealbo

Plane Plane Plane Plane
Address0 Address 1 Address0 Address 1

Figure 3-1 Target Memory Organization

A device contains one or more targets. A target is controlled by one CE_n signal. A target is
organized into one or more logical units (LUNs).

A logical unit (LUN) is the minimum unit that can independently execute commands and report
status. Specifically, separate LUNs may operate on arbitrary command sequences in parallel. For
example, it is permissible to start a Page Program operation on LUN 0 and then prior to the
operation’s completion to start a Read command on LUN 1. See multiple LUN operation
restrictions in section 3.1.3.

A LUN shall contain at least one page register. The number of page registers is dependent on the
number of multi-plane operations supported for that LUN. A page register is used for the
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temporary storage of data before it is moved to a page within the Flash array or after it is moved
from a page within the Flash array.

The Flash array on a LUN contains a number of blocks.A block is the smallest erasable unit of
data within the Flash array of a LUN. There is no restriction on the number of blocks within the
LUN.

A block contains a number of pages. A page is the smallest addressable unit for read and
program operations. A page consists of a number of bytes or words. The number of user data
bytes per page, not including the spare data area, shall be a power of two. The number of pages
per block shall be a multiple of 32.

The byte or word location within the page register is referred to as the column.

There are two mechanisms to achieve parallelism within this architecture. There may be multiple
commands outstanding to different LUNs at the same time. To get further parallelism within a
LUN, multi-plane operations may be used to execute additional dependent operations in parallel.

3.1.Addressing

There are two address types used: the column address and the row address. The column
address is used to access bytes or words within a page, i.e. the column address is the byte/word
offset into the page. The least significant bit of the column address shall always be zero (i.e., an
even number of bytes is always transferred). The row address is used to address pages, blocks,
and LUNs.

When both the column and row addresses are required to be issued, the column address is
always issued first in one or more 8-bit address cycles. The row addresses follow in one or more
8-bit address cycles. There are some functions that may require only row addresses, like Block
Erase. In this case the column addresses are not issued.

For both column and row addresses the first address cycle always contains the least significant
address bits and the last address cycle always contains the most significant address bits. If there
are bits in the most significant cycles of the column and row addresses that are not used then
they are required to be cleared to zero.

The row address structure is shown in the figure below with the least significant row address bit to
the right and the most significant row address bit to the left.

MSB LSB

A
(ONAdbess | siock Adaress (Page Acress.

Figure 3-2 Row Address Layout

The number of blocks and number of pages per block is not required to be a power of two. In the
case where one of these values is not a power of two, the corresponding address shall be
rounded to an integral number of bits such that it addresses a range up to the subsequent power
of two value. The host shall not access upper addresses in a range that is shown as not
supported. For example, if the number of pages per block is 96, then the page address shall be
rounded to 7 bits such that it can address pages in the range of 0 to 127. In this case, the host
shall not access pages in the range from 96 to 127 as these pages are not supported.
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The page address always uses the least significant row address bits. The block address uses the
middle row address bits and the LUN address uses the most significant row address bit(s).

3.1.1. Multi-Plane Addressing

The multi-plane address comprises the lowest order bits of the block address as shown in Figure
3-3. The following restrictions apply to the multi-plane address when executing a multi-plane
command sequence on a particular LUN:
e The plane address bit(s) shall be distinct from any other multi-plane operation in the
multi-plane command sequence.
e Some devices or multi-plane operations may require page addresses to be the same
as other multi-plane operations in the multi-plane command sequence. Refer to the
vendor datasheet for the multi-plane operation restrictions applicable to the device.

MSB LSB
./

Block Address :

\_Y_/

Plane
Address bit(s)

Figure 3-3 Plane Address Location

3.1.1.1. Multi-Plane Block Address Restrictions

The device may indicate multi-plane block address restrictions. The specific cases are:

e No restriction: All block address bits may be different between two plane addresses.

o Full restriction: All block address bits (other than the plane address bits) shall be the
same between two plane addresses.

o Lower bit XNOR restriction: If the XNOR of the lowest plane address bits (bit 0) is
one between two plane addresses, then there is a full restriction between these two
plane addresses. If the XNOR of the lower plane address bits is zero between two
plane addresses, then there is no restriction between these two plane addresses.

The table below illustrates the three types of restrictions for a four-plane operation:

Restriction Type Plane Plane Plane Plane
Address 0 Address 1 Address 2 Address 3
No restriction Block A Block B Block C Block D
XNOR restriction Block A Block B Block A+2 Block B+2
Full restriction Block A Block A+1 Block A+2 Block A+3

Table 3-1 Four-plane address restriction

The table below describes whether there is a lower bit XNOR restriction between two plane
addresses A and B, based on their plane address bits for a 4-plane implementation. If there is a
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lower bit XNOR restriction, then the block addresses (other than the plane address bits) shall be
the same between multi-plane addresses A and B.

Multi-plane Multi-plane Lower Bit XNOR XNOR Restriction
Address bits A | Address bits B Between A and B

00b 01b 0XNOR1=0 No

00b 10b 0XNORO =1 Yes

00b 11b 0XNOR1=0 No

01b 10b 1XNORO0=0 No

01b 11b 1 XNOR 1 =1 Yes

10b 11b 0XNOR1=0 No

Table 3-2 4-way lower bit XNOR restriction
3.1.2. Logical Unit Selection for Data Output

Logical units that are part of a NAND Target share a single data bus with the host. The host shall
ensure that only one LUN is selected for data output to the host at any particular point in time to
avoid bus contention.

The host selects a LUN for future data output by issuing a Read Status Enhanced command to
that LUN. The Read Status Enhanced command shall deselect the output path for all LUNs that
are not addressed by the command. The page register selected for output within the LUN is
determined by the previous Read (Cache) commands issued and is not impacted by Read Status
Enhanced.

3.1.3. Multi-LUN Operation Restrictions

The Multi-LUN operation restrictions described in this section only apply to the Conv. Protocol.
See the SCA Protocol section for Multi-LUN operation restrictions for the SCA Protocol.

LUNs are independent entities. A multiple LUN operation is one in which two or more LUNs are
simultaneously processing commands. During multiple LUN operations the individual LUNs
involved may be in any combination of busy or ready status

When a Page Program command (80h) is issued on any LUN that is not preceded by an 11h
command, all idle LUNs may clear their page registers if the program page register clear
enhancement is not supported or enabled. Thus, the host should not begin a Page Program
command on a LUN while a Read Page operation is either ongoing or has completed but the data
has not been read from another LUN, as the contents of the page register for the Read operation
are lost. If the program page register clear enhancement is enabled, this restriction does not
apply. A Read Page can be issued to one LUN while a Page Program is ongoing within a second
LUN without any restriction.

When issuing a Page Program command (80h), the host should not select another LUN within the
same Volume until after all data has been input and a 10h or 15h command has been issued. In
the case of multi-plane operations, all data input for all multi-plane addresses should be
completed prior to selecting another LUN.

When issuing Reads to multiple LUNs, the host shall take steps to avoid issues due to column
address corruption. The host shall issue a Change Read Column or Change Read Column
Enhanced before starting to read out data from a newly selected LUN.
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If a multi-LUN operation has been issued, then the next status command issued shall be Read
Status Enhanced. Read Status Enhanced causes LUNs that are not selected to turn off their
output buffers. This ensures that only the LUN selected by the Read Status Enhanced command
responds to a subsequent data output cycle. After a Read Status Enhanced command has been
completed, the Read Status command may be used until the next multiple LUN operation is
issued.

When the host has issued Read Page commands to multiple LUNs at the same time, the host
shall issue Read Status Enhanced before reading data from either LUN. This ensures that only
the LUN selected by the Read Status Enhanced command responds to a data output cycle after
being put in data output mode with a 00h command, and thus avoiding bus contention (NOTE:
Some NAND vendors may require the use of Change Read Column Enhanced sequence instead
of 00h command to output data from the NAND, see vendor datasheet). A Change Read Column
Enhanced command is required for any LUN that Read Page commands are outstanding for prior
to transferring data from that LUN that is part of the multiple LUN read sequence. An example
sequence is shown below:

1) Read Page command issued to LUN 0

2) Read Page command issued to LUN 1

3) Read Status Enhanced selects LUN 0

4) Change Read Column Enhanced issued to LUN 0
5) Data transferred from LUN O

6) Read Status Enhanced selects LUN 1

7) Change Read Column Enhanced issued to LUN 1
8) Data transferred from LUN 1

When issuing mixed combinations of commands to multiple LUNs (e.g. Reads to one LUN and
Programs to another LUN), after the Read Status Enhanced command is issued to the selected
LUN a Change Read Column or Change Read Column Enhanced command shall be issued prior
to any data output from the selected LUN.

Support for Read Status Enhanced followed by Change Read Column is optional and a NAND
vendor may require the use of either Change Read Column Enhanced command or a Read
Status Enhanced command followed by a Change Read Column Enhanced sequence,
instead. Refer to the vendor datasheet.

3.2.Volume Addressing (Conv. Protocol Only)

Volume Addressing and Volume Appointment for Matrix ODT operation are only used in the
Conv. Protocol. This section is not applicable for the SCA Protocol.

3.2.1. Appointing Volume Address

To appoint a Volume Address, the Set Feature command is issued with a Feature Address for
Volume Configuration. The Volume address is not retained across power cycles, and thus if
Volume Addressing is going to be used it needs to be appointed after each power-on prior to use
of the NAND device(s).

3.2.2. Selecting a Volume

After Volume Addresses have been appointed, to select a NAND Target, the associated CE_n for
that NAND Target must first be de-asserted HIGH for a minimum time of tCEH, after which the

74



CE_n may then be pulled low, then the host issue a Volume Select command with the address of
the Volume that shall execute the next command issued.

3.2.3. Multiple Volume Operations Restrictions

Volumes are independent entities. A multiple Volume operation is when two or more Volumes are
simultaneously processing commands. Before issuing a command to an unselected Volume,
CE_n shall be pulled high for a minimum of tCEH and the Volume Select command shall then be
issued to select the Volume to issue a command to next. While commands (including multi-LUN
operations) are being performed on the selected Volume, a Volume Select command is not
required.

Issuing the same command to multiple Volumes at the same time is not supported.

For a LUN-level command (e.g. Read, Program), the host may select a different Volume during a
data input or data output operation and then resume the data transfer operation at a later time for
a LUN-level command, however for devices that support >800 MT/s, when interrupting data input
operations with a Volume Select command, the host may be required to issue an 11h command
prior to the Volume Select command (see vendor datasheet). When re-selecting a Volume and
the associated LUN to complete the data input or data output operation, the following actions are
required:

e Data input: The host shall wait tCCS and then issue a Change Row Address command
prior to resuming data input. If Change Row Address is not supported, then all data shall
be transferred before selecting a new Volume.

o Data output: The host shall issue a Change Read Column Enhanced or Random Data
Out command prior to resuming data output. If neither of these commands are supported,
then all data shall be transferred before selecting a new Volume.

For a Target-level command (e.g. Get Features, Set Features), the host shall complete all data
input or data output operations associated with that command prior to selecting a new Volume.

A Volume Select command shall not be issued during the following atomic portions of the Read,
Program, Erase, and Copyback operations:

e Read (including Copyback Read)
o <CMD: 00h> <ADDR: Column & Row> <CMD: 30h>
o <CMD: 00h> <ADDR: Column & Row> <CMD: 31h>
o <CMD: 00h> <ADDR: Column & Row> <CMD: 32h>
o <CMD: 00h> <ADDR: Column & Row> <CMD: 35h>

e Program (including Copyback Program) NOTE: The Volume Select command may be
issued prior to the 10h, 11h, or 15h command if the next command to this Volume is
Change Row Address, however for devices supporting >800 MT/s, an 11h command
may be required prior to the Volume Select command (see vendor datasheet). After
Volume Select command is issued to resume data input, the host shall wait tCCS before
issuing Change Row Address command.

o <CMD: 80h> <ADDR: Column & Row> <DIN: Data Input> <CMD: 10h>
<CMD: 80h> <ADDR: Column & Row> <DIN: Data Input> <CMD: 11h>
<CMD: 80h> <ADDR: Column & Row> <DIN: Data Input> <CMD: 15h>
<CMD: 81h> <ADDR: Column & Row> <DIN: Data Input> <CMD: 10h>
<CMD: 81h> <ADDR: Column & Row> <DIN: Data Input> <CMD: 11h>
<CMD: 81h> <ADDR: Column & Row> <DIN: Data Input> <CMD: 15h>
<CMD: 85h> <ADDR: Column & Row> <DIN: Data Input> <CMD: 10h>
<CMD: 85h> <ADDR: Column & Row> <DIN: Data Input> <CMD: 11h>
<CMD: 85h> <ADDR: Column & Row> <DIN: Data Input> <CMD: 15h>

O 0O O O O O O O
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e FErase
o <CMD: 60h> <ADDR: Row> <CMD: DOh>
o <CMD: 60h> <ADDR: Row> <CMD: D1h>
o <CMD: 60h> <ADDR: Row> <CMD: 60h> <ADDR: Row> <CMD: D1h>

3.2.4. Volume Reversion

When using Volume Addressing, the LUNs shall support Volume reversion. Specifically, if CE_n
is transitioned from high to low and a Volume Select is not the first command, then the LUN shall
revert to the previously Selected, Sniff, and Deselected states (defined in Table 4-24) based on
the last specified Volume address.

The figure below defines the Volume reversion requirements when CE_n transitions from high to
low.

Idle cycle

CE_n transitions
CE_n transitions
from high to low

/

Address cycle or
Data input cycle or
Data output cycle

/

Previously selected

from low to high1

CE_n
changes ?

CE_n does not transition
from high to low

Volume specified as

Volume is re-selected.
Previously assigned
terminators are placed
in sniff state.

part of Volume Select

command is selected.
Terminators for
selected Volume

placed in sniff state.

LUN is in
sniff state and on
unselected Volume

on selected
Volume

LUN deselects,
inactive until next
CE_n high to low

transition

LUN proceeds to execute

command if applicable. If

ODT is enabled, proceed

to ODT actions for LUNs
on selected Volume.

LUN proceeds to ODT
actions for LUNs on

unselected Volume. 2

Figure 3-4 Volume Reversion Behavioral Flow

NOTE:
1. This state is entered asynchronously when CE_n transitions from low to high.
2. ODT actions for LUNs on a selected Volume are specified in Figure 4-15
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3. ODT actions for LUNs on an unselected Volume are specified in Figure 4-16
3.3. Factory Defect Mapping

The Flash array is not presumed to be pristine, and a number of defects may be present that
renders some blocks unusable. Block granularity is used for mapping factory defects since those
defects may compromise the block erase capability.

Two methods for identifying Factory Bad Blocks (FBBs) are described in this document:
a) FBB Scan via Bad Block Mark (legacy method for identifying FBBs)
b) FBB Scan via Read Status (new method for identifying FBBs)

It is NAND vendor specific which method among the above-mentioned methods for FBB
identification is supported by a NAND device.

3.3.1. FBB Scan via Bad Block Mark (Optional)

This is the legacy method for identifying FBBs on a NAND device. The requirements for this
method are described in the following subsections:

3.3.1.1. FBB Scan via Bad Block Mark Device Requirements

If a block is defective and 8-bit data access is used, the manufacturer shall mark the block as
defective by setting the first byte in the defect area, as shown in the figure below, of the first or
last page of the defective block to a value of 00h. If a block is defective and 16-bit data access is
used, the manufacturer shall mark the block as defective by setting the first word in the defect
area of the first or last page of the defective block to a value of 0000h.

# of data # of data # of data bytes +
bytes - 1 bytes # of spare bytes - 1

\
\

Byte |0[|1]2

Area n/a Defect Area

Figure 3-5 Area marked in factory defect mapping

3.3.1.2. FBB Scan via Bad Block Mark Host Requirements

The host shall not erase or program blocks marked as defective by the manufacturer, and any
attempt to do so yields indeterminate results.

Figure 3-6 outlines the algorithm to scan for factory mapped defects. This algorithm should be
performed by the host to create the initial bad block table prior to performing any erase or
programming operations on the target. The initial state of pages in non-defective blocks is vendor
specific although the data at the locations of the bad block mark for non-defective blocks shall not
be 00h. A defective block is indicated by a byte value equal to 00h for 8-bit access or a word
value equal to 0000h for 16-bit access being present at the first byte/word location in the defect
area of either the first page or last page of the block. The host shall check the first byte/word of
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the defect area of both the first and last past page of each block to verify the block is valid prior to
any erase or program operations on that block.

NOTE: Over the lifetime use of a NAND device, the defect area of defective blocks may
encounter read disturbs that cause values to change. The manufacturer defect markings may
change value over the lifetime of the device and are expected to be read by the host and used to
create a bad block table during initial use of the part.

for (i=0; i<NumLUNSs; i++)
for (j=0; j<BlocksPerLUN; j++)

Defective=FALSE;

ReadPage(lun=i; block=j; page=0; DestBuff=Buff);

if (BufffPageSize] == 00h) // Value checked for is 0000h for 16-bit access
Defective=TRUE;

ReadPage(lun=i; block=j; page=PagesPerBlock-1; DestBuff=Buff);

if (BufffPageSize] == 00h) // Value checked for is 0000h for 16-bit access
Defective=TRUE;

if (Defective)
MarkBlockDefective(lun=i; block=j);

Figure 3-6 Factory defect bad block mark scanning algorithm

3.3.2. FBB Scan via Read Status (Optional)

The host may check for factory bad blocks (FBB) by performing a read status check after a valid
FBB algo operation to a block. If the FAIL status bit is set (e.g., SR[0]=1), the block is a bad
block.

For this method, the valid FBB algo operations are:
a) A single-plane page read to the 1st page of the block, or
b) A single-plane block erase to the block

It is NAND vendor specific whether a device supports one or both of the above valid FBB algo
operations for checking for FBBs.

After a valid FBB algo operation, a Read Status or Read Status Enhanced sequence may be
used to check the FAIL status bit value (see NAND vendor datasheet if only one or both Read
Status and Read Status Enhanced are supported for checking FAIL status bit value after the valid
FBB algo operation).
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Figure 3-7 FBB Scan via Read Status Check Example

3.4.Discovery and Initialization

3.4.1. Multiple CE_n

There may be multiple chip enable (CE_n) signals on the controller channel, one for each
separately addressable target. To determine the targets that are connected, the procedure
outlined in this section shall be followed for each distinct CE_n signal.

CE_n signals shall be used sequentially on the device; CEO_n is always connected and CE_n
signals shall be connected in a numerically increasing order. The host shall attempt to enumerate
targets connected to all host CE_n signals.

3.4.1.1. Single Data Bus Discovery

The CE_n to test is first pulled low by the host to enable the target if connected, while all other
CE_n signals are pulled high. The host shall then issue the Reset (FFh) command to the target.
Following the reset, the host should then issue a Read ID command to the target. If the ONFI
signature is returned by the Read ID command with address 20h, then the corresponding target is
connected. If the ONFI signature is not returned or any step in the process encountered an
error/timeout, then the CE_n is not connected and no further use of that CE_n signal shall be
done.

3.4.1.2. Dual/Quad Data Bus Discovery

The CE_n to test is first pulled low by the host to enable the target if connected, while all other
CE_n signals are pulled high. The host shall then issue the Reset (FFh) command to the target.
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Following the reset, the host should then issue a Read ID command with address 20h to the
target. If the ONFI signature is returned by the Read ID command, then the corresponding target
is connected.

If the ONFI signature is not returned (or any step in the process encountered an error/timeout),
then the second 8-bit data bus should be probed. The host shall issue the Reset (FFh) command
to the target using the second 8-bit data bus. Following the reset, the host should then issue a
Read ID command with address 20h to the target on the second 8-bit data bus. If the ONFI
signature is returned by the Read ID command, then the corresponding target is connected and is
using the second 8-bit data bus. After discovering that the target is using the second 8-bit data
bus, all subsequent commands to that target shall use the second 8-bit data bus including Read
Parameter Page. If the ONFI signature is not returned for the second 8-bit data bus, the discovery
process described for the second 8-bit data bus should be repeated for the third and fourth 8-bit
data busses.

If after this point a valid ONFI signature is not discovered or further errors were encountered, then
the CE_n is not connected and no further use of that CE_n signal shall be done.

3.4.2. Target Initialization

To initialize a discovered target, the following steps shall be taken. The initialization process
should be followed for each connected CE_n signal, including performing the Read Parameter
Page (ECh) command for each target. Each chip enable corresponds to a unique target with its
own independent properties that the host shall observe and subsequently use.

The host should issue the Read Parameter Page (ECh) command. This command returns
information that includes the capabilities, features, and operating parameters of the device. When
the information is read from the device, the host shall check the CRC to ensure that the data was
received correctly and without error prior to taking action on that data.

If the CRC of the first parameter page read is not valid (refer to section 6.7.1.42), the host should
read redundant parameter page copies. The host can determine whether a redundant parameter
page is present or not by checking if the first four bytes contain at least two bytes of the
parameter page signature. If the parameter page signature is present, then the host should read
the entirety of that redundant parameter page. The host should then check the CRC of that
redundant parameter page. If the CRC is correct, the host may take action based on the contents
of that redundant parameter page. If the CRC is incorrect, then the host should attempt to read
the next redundant parameter page by the same procedure.

The host should continue reading redundant parameter pages until the host is able to accurately
reconstruct the parameter page contents. All parameter pages returned by the Target may have
invalid CRC values; however, bit-wise majority or other ECC techniques may be used to recover
the contents of the parameter page. The host may use bit-wise majority or other ECC techniques
to recover the contents of the parameter page from the parameter page copies present. When the
host determines that a parameter page signature is not present (refer to section 6.7.1.1), then all
parameter pages have been read.

The Read ID and Read Parameter Page commands only use the lower 8-bits of the data bus.
The host shall not issue commands that use a word data width on x16 devices until the host
determines the device supports a 16-bit data bus width in the parameter page.

After successfully retrieving the parameter page, the host has all information necessary to
successfully communicate with that target. If the host has not previously mapped defective block
information for this target, the host should next map out all defective blocks in the target. The host
may then proceed to utilize the target, including erase and program operations.

80



4. Data Interface and Timing
4.1.Data Interface Overview

A summary of the interface characteristics for ONFI 6.0 NAND devices is shown below:

NV-LPDDR4 NV-LPDDR4 with VccQL
Feature (LTT) (PI-LTT)
(Required) (Optional)
Data clocking Double data rate (DDR) Double data rate (DDR)
Maximum Speed 4800" MT/s 4800' MT/s
Volume Addressing Yes on Conv. Protocol, Yes on Conv. Protocol,
support No on SCA Protocol No on SCA Protocol
On-die termination support Yes Yes
Differential signaling Yes, requirReg f(r)]r DQS and Yes, required for DQS and RE_n
Vce 2.5V 2.5V
VeeQ 1.2V 1.2V
VeeQl 1.2V required on "VccQ or 0.6V required on “VccQ or
VeeQL” balls/pads VecQL” balls/pads
External Vpp support Yes Yes
External VREFQ support No No
ZQ Calibration Yes, required Yes, required
Input Path Topology Unmatched DQS Unmatched DQS
Differential Signaling v
es Yes
enabled on Power-up
o DFE 1-tap (required DFE 1-tap (required
Equalization (DFE) DFE 4—taz ((or?tional)) DFE 4-taz ((opq[ional))
Write/Read DQ Training, DCC, |Write/Read DQ Training, DCC,
Internal VrefQ,WDCA, RDCA, Internal VrefQ,WDCA, RDCA,
Training Features Write Training Monitor, Write Training Monitor,
Per-pin VrefQ Adjustment, Per-pin VrefQ Adjustment,
DQS Oscillator DQS Oscillator
Notes:
1. The maximum timing mode a NAND device supports is vendor specific (See vendor
datasheet)

Table 4-1 Data Interface Comparison

Data Rate (MT/s)

~1200,
~1600, ~3600,
~1800, ~2800, ~4000,
~2000, ~3200 ~4400,
~2200, ~4800
~2400

Feature
~200 ~400 ~800

VeeQ 1.2v

NAND 0.6V (Optional)
VeeQL (PI-LTT)

Host 0.6V (Optional)
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. NAND Not
Slngle— support
ended ed
Signaling Not supported
for DQS Host Not
1/0 and RE ' support
Type ed’
Differential
Signaling NAND Supported
for DQS
and RE Host Required
NAND Supported
ZQ Calibration
Host Required 2 Required
NAND
Training (DCC) Tost Not supported Required
NAND Supported
Training (Read)
Host Optional Required
NAND Supported
Training (Write)
Host Required
NAND Optional Supported
Training (WDCA)
Host Optional Required
NAND Optional Optional
Training (RDCA)
Host Optional Supported
Training NAND Optional Supported
(Per-Pin VrefQ via
FA 40h/41h) Host Optional Required
Training NAND Supported
(Internal VrefQ via
FA 23h) Host Required
NV-DDR3 | NAND Not Supported 3
(CTT) Host Not Supported 2
On-Die | NV-LPDDR4 NAND Supported
Terminati| ~ (LTT) Host Optional 4
on
NV-LPDDR4 | NAND Optional
with VecQL
(PI-LTT) ; 4
(Optional) Host Optional
5
NV-LPDDR4 NAND Supported
(LTT)
Host Supported 5
Internal
VrefQ | NV-LPDDR4 5
with Vecal NAND Supported
(PI-LTT)
(Optional) Host Supported 5
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A WN -
S ——

NAND Supported
Equalization (DFE) Optional and Vendor Specific
Host Required
NAND Supported
DQS Oscillator Optional and Vendor Specific
Host Supported
g B NAND Optional Not supported
Input/Output Host Optional Not supported
NAND Optional Supported
Warm-up Cycles
Host Optional Supported Required
i 6
Conv. Protocol NAND Optional
(command/address) Host Optional
SCA Protocol NAND Required
(command/address) Host Supported
NOTES:

Optional = Host or NAND can Support or Not Support

Supported = Host or NAND supports feature but may not be required to use (dependency on
application)

Required = Host or NAND is required to support feature and required to use the feature

For NV-LPDDR4 mode, Differential Signaling is always required, even below 200Mbps.

Optional for controllers that also support NV-DDR3 (CTT) capable NAND devices.

Supported on ONFI 5.2 and earlier NAND devices, not supported on ONFI 6.0 NAND devices.
Host can enable/disable On Die (NAND) Termination.

The NAND shall power-up with the NV-LPDDR4 (LTT) interface enabled and with internal VrefQ.
The host shall ensure that the NAND internal VrefQ is within the NAND minimum internal VrefQ
allowable range allowed for the NV-LPDDR4 (LTT) / NV-LPDDR4 with VccQL (PI-LTT) interface
prior to enabling the NV-LPDDR4 (LTT) / NV-LPDDR4 with VccQL (PI-LTT) interface, and at any
time while the NV-LPDDR4 (LTT) / NV-LPDDR4 with VccQL (PI-LTT) interface is active. External
VrefQ shall always be disabled when the device runs in NV-LPDDR4 (LTT) / NV-LPDDR4 with
VceQL (PI-LTT) modes.

Conventional protocol might not be supported on later NAND devices.

ONFI 6.0 compliant NAND controllers are required to power-up with differential DQS/RE for data
input enabled (i.e., controller driving DQS_t, DQS_c, RE_t and RE_c signals to their default
states). However, to enable backward compatibility with ONFI 5.2 and earlier NAND devices
(which can power-up with single-ended DQS/RE), it is recommended that ONFI 6.0 controllers,
use single-ended DQS when read data from the NAND as power-up default (i.e., use DQS_t and
ignore DQS_c) and provide a controller setting to enable using DQS_c for NAND reads at a later
time.

Table 4-2 Supported Features and Operating Conditions Versus Data Rate

On power up, the device shall operate in timing mode 0. After the host determines the timing
modes supported in the parameter page, the host may enable the supported timing mode by
transitioning CE_n high and changing the interface speed to the desired timing mode. The new
timing mode is active when the host pulls CE_n low.

The NV-LPDDR4 data interface (with and without VccQL) uses a DDR protocol. Thus, an even

number

of bytes is always transferred. The least significant bit of the column address shall always
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be zero when using the DDR protocol. If the least significant bit of the column address is set to
one when using the DDR protocol, then the results are indeterminate.

4.2.Conv. Protocol Bus States

4.2.1. Conv. Protocol Bus State Table

RE_n5 DQS Data Input | Measurement
CE_n | ALE CLE (RE.t) | (DQS_) WE_n or 0utput1 Point Bus State
1 X X X X X X X Standby
0 0 0 1 1 1 None X Idle
WE_n rising
0 0 1 1 16 —IJ- None edge to rising Command cycle
edge
WE_n rising
0 1 0 1 16 —IJ- None edge to rising Address cycle
edge
s Data input
0 0 0 1 R 1 Input DtQS. rising edge s
o rising edge cycle™
RE_n rising edge Data output
0 0 0 R R 1 Output to rising edge cycle2’3’4
NOTE:
1. The current state of the device is data input, data output, or neither based on the commands issued.
2. There are two data input/output cycles from the rising edge of DQS/RE_n to the next rising edge of
DQS/RE_n.
3. ODT may be enabled as part of the data input and data output cycles.
4. At the beginning of a data output burst, DQS shall be held high for tDQSRH after RE_n transitions low to
begin data output.
5. RE and DQS complementary signals are mandatory for NV-LPDDR4 (with or without VccQL)
6. DQS is recommended to be 1 during command cycles, except in the case where a data input burst is

terminated with a CLE=1 and a confirm command is issued, where DQS must be held LOW to meet
tWPSTH and tCDQSH requirements. DQS is also recommended to be 1 during address cycles.

Table 4-3

Bus State Table

4.2.2. Conv. Protocol Pausing Data Input/Output and Restarting an
Exited Data Input/Output Sequence

The host may pause data input or data output by entering the Idle state when using any data

interface.

Pausing of data output may be done in the middle of a data output burst by pausing RE_n
(RE_t/RE_c) and holding the signal(s) static high or low until the data burst is resumed. The
pausing of data input may also be done in the middle of a data input burst by pausing DQS
(DQS_t/DQS_c) and holding the signal(s) static high or low until the data burst is resumed. The
data burst can be considered paused if DQS (DQS_t/DQS_c) or RE_n (RE_t/RE_c) is paused
such that the current I/O frequency is not maintained for the data burst. WE_n shall be held high
during data input and output burst pause time. ODT (if enabled) stays ON the entire pause time
and warmup cycles (if enabled) are not re-issued when re-starting a data burst from pause.
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Pausing in the middle of a data input or data output burst however, is only allowed up to the
800MT/s data rate. Above 800MT/s, for signal integrity reasons, pausing in the middle of a data
input or data output burst is not allowed, and if the data burst is interrupted, the host is required to
exit first the data burst prior to resuming it.

A data burst is exited when either ALE or CLE or CE_n is toggled to a 1. After a data burst has
been exited, if warmup cycles are enabled, then warmup cycles are required when re-starting the
data burst. After a data burst has been exited, ODT also may be disabled, however if needed to
meet the signal integrity needs of the system, ODT must be re-enabled prior to re-starting the
data burst. If the host desires to end the data burst, after exiting the data burst, a new command
is issued.

The figure below is an example of exiting a data input burst with a CLE=1 and resuming the data
input burst with a CLE=0. Warmup cycles if enabled are required to be issued when the data
input burst is resumed.

ODT disabled

cen ]| )

tcaLas? P )

CLE ) 2 ?f ‘;‘

ne ] I
wen U

RE_t
RE_c

Warmup
Cycles

F- X1

DQS_t
DQS_c

DFE 2ul
DQ Pre-drive

— — — — Optional complementary signaling Don't Care

Figure 4-1 Example of Data Input Burst Exit with CLE=1 and Resume with CLE=0

The figure below is an example of exiting a data output burst with a CLE=1 and resuming the
data output burst with a CLE=0. Warmup cycles if enabled are required to be issued when the
data output burst is resumed.
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ODOT disabled

as )) o U it
“e ) l |l
wes ‘“ OD':enabhd U EE

Controller driving
DQS_tDAS_c

— — — — Optional complementary signaling Undefined (driven by NAND) Don't Care E Data Transitioning

Figure 4-2 Example of Data Output Burst Exit with CLE=1 and Resume with CLE=0

As shown in Figure 4-3, for devices that support >800 MT/s, if the data input burst is exited (with
a CLE or ALE or CE_n high) and CE_n is held high for >1us, in order to be able to resume the
data input burst at a later time, the host may be required to issue a vendor specific command
(e.g. 11h) prior to exiting the data input burst (see vendor datasheet). To restart an exited data
input burst where the CE_n has been held high for >1us, a Change Write Column or Change
Row Address command shall be issued (see vendor datasheet if both commands or only one of
those commands are supported in resuming the data input burst).

As shown in Figure 4-4, for devices that support >800 MT/s, if the data output burst is exited (with
a CLE or ALE or CE_n high) and CE_n is held high for >1uS, in order to restart an exited data
output burst, the host may be required to issue a Change Read Column or Change Read Column
Enhanced command (see vendor datasheet).
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ODT disabled = 1us
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Figure 4-3 Example of Data Input Burst Exit with CE_n High > 1uS and Resume Sequence
for Devices that support greater than 800 MT/s
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CE# high > 1usec

cEs _” \JE |

o T t—" d
Number of Address
Cycles is Vendor Specific

Optional complementary signaling | \"} Undefined (driven by MAND) Don't Care E: Data Transitioning

Figure 4-4 Example of Data Output Burst Exit with CE_n High > 1uS and Resume
Sequence for Devices that Support greater than 800 MT/s

4.3.Conv. Protocol Repeat Bytes

The NV-LPDDR4 data interface (with and without VccQL) uses the DDR data transfer technique
to achieve a high data transfer rate. However, certain configuration and settings commands are
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not often used and do not require a high data transfer rate. Additionally, these commands
typically are not serviced by the pipeline used for data transfers.

To avoid adding unnecessary complexity and requirements to implementations for these
commands, the data is transferred using single data rate. Specifically, the same data byte is
repeated twice and shall conform to the timings required for the NV-LPDDR4 data interface. The
data pattern in these cases is Do Do D1 D1 D2 D2 etc. The receiver (host or device) shall only latch
one copy of each data byte. Data input or data output, respectively, shall not be paused during
these commands. The receiver is not required to wait for the repeated data byte before beginning
internal actions.

The commands that repeat each data byte twice in the NV-LPDDR4 data interface are: Set
Features, Read ID, Get Features, Read Status, Read Status Enhanced, and ODT Configure.
SDR commands may use the highest data transfer rate supported by the device. If an ODT
Configure command is not issued using SDR timing mode 0 then host shall wait 40ns prior to
issuing the next command cycle.

4.4. Timing Mode Transitions

When the Conv. Protocol is enabled, to change the timing mode, the host should transition CE_n
high and change the interface speed to the desired timing mode. The new timing mode is active
when the host pulls CE_n low. Prior to issuing any new commands to the device, the host shall
transition CE_n high.

When the SCA Protocol is enabled, to change the timing mode for the DQ bus, the host shall first
terminate any active data burst (data burst that has been started with an SCE packet and not yet

terminated by an SCT packet) on the old timing mode with an SCT packet. Succeeding data
bursts on the DQ bus may then be done with the new timing mode.

4.5.Interface Initialization

The host shall follow the initialization flow shown in the following figure:
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2)

3)

4}

3}

6)

7

&)

9

10)

Notes:

1) ODT Disable (1Bh) and ODT Re-Enable (1Ch) commands shall be used for Set Feature
(EFh) / Set Feature by LUN (D5h) commands between steps 3) and 9). Issue ODT
Disable (1Bh) command prior to issuing Set Feature (EFh) / Set Feature by LUN (D5h)
command and issue ODT Re-Enable (1Ch) after the Set Feature (EFh) / Set Feature by

Low spssd oparation

High speer opsraticn

NAND and Hest Power-up and Power-On Resct

o MNAND Internal Wref( is enabled by default.
= Either the NAMD Conv. or SCA Protocel is anabled dapanding on SCA signal valus on power-up.
a For HAMD devices supporting both NV-LPDDRA [LTT) and NV-LPDDRA with WooQL (PI-LTT):
- {Optionall devices]: NW-LPDDR4 (LTT) interface is enabled by default and NV-LPDDR4
weith Voo QL (PI-LTTh mode can be anable via Set Feature (EFh) command to FAOZHh.
- {OptionalZ devices]: NW-LPDDR4 (LTT) or NW-LPDIDRS with WVooQL (PI-LTT) is detected
automatically during power-up.
- Interface type is controlled by f reflected in FAIZH P1[1:0] as: 01b = NV-LPDDRA4 (LTT),
10b = NW-LPDHDRS with Voo QL (PI-LTT)
@ Hostissuss power-on reset to each NAND target.
MNAND Tx Configurations
o Using Set Feature (EFh) command, configure HAND Tx settings {FA10h and FAZZh]
MAND FADZh Configurations
= Using Set Feature (EFh] command, configure FADZh settings
o  ForOpticnall devices, NV-LPDHDRA [LTT) or NV-LPDDR4 with VooQL (PI-LTT) interface is enablad via
Eat Feature to FAD2h. For such devices, after S=t Feature to FADZh, wait tFEAT time (Read Status is not
allowsd during tFEAT tima). Afver tFEAT timea, the MAND NV-LPDDRA (LTT) or NWV-LPDDRA with WeoQL
{PI-LTT} s enabled.
HNAND Non-Target 00T Configurations
o Wthe Conw. Protocol is enabled, for devices that support ODT Matrix Termination and OOT Matrix
Termination needs to be enabled:
- Issws OOT Dasable command {1Bh]
- Configure Volume Address assignments
- Issus ODT Confipure (EZh) sequances
- Izzus ODT Re-Enable command (1ChH)
- If tha SCA Protocol is anabled and non-targst ODT needs to be anabled:
- Configure Non-Target ODT via Set Feature by LUN (DSh) to FAZZH
Haost Interface Configurations and Host 20 Calibration
o Host to enable its MNW-LPDODRA {LTT) or WNW-LPDDRL with Woc QL (PI-LTT) interface
o Host performs 20 Calibration on itself
NAND ZOQ Calibraticn
HAND DCC Training
o Iftha Come. Protocal is snabled, iszue ODT Disable {1Bh) command prics to issuing Set Faaturs [EFh) /
Set Feature by LUN {DSh] command ta FAZDh. The ODT Re-Enabile {1Ch] command must be issued
Frior to the 00h-05h-E0h saquence.
Fead Training
o HAND Read DO Training feature is used by the host to train the host's own internal WrefQ, NAND RDCA
settings {optional, via FAZE), parform per-pin D0-00S de-skew for read and to provide host-side
compeansation for duty cycle
Write Training
o MANDWrite Training Tx sequence is used by the host to train the MAND Internal VrefQ [via FAZSh,

FAADR, FA41h}, NAND WDCA scttings (optional, via FAZ4h], NAND DFE sottings (eptional, via FAZTh)
and ta parform DQ-DOS de-skew forwrita. Once the host has determined the optimum sattings for a
LUM, than the host shall changs the ssttings far that LUNM to the aptimum satings_

+

NAND DQS O=cillator initial Operation,
Host performs MAND DS oscillater sequence {0Bh-LUN-Rcp-00h-00h-+0SCPOST] to extract the DQS
sacillater count correspanding to the initinl MAND tDQSQ204 (Opticnal)

LUN (D5h).

Figure 4-5 NV-LPDDR4 (LTT)/ NV-LPDDR4 with VccQL (PI-LTT) Initialization Flow

Mormal Operations on
NV_LFDDRA |LTT) or
MW LPDDRS wi VECQL (FLLTT) IMerface
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4.6.Data Bus Inversion
4.6.1. DBI Purpose and Function

Data Bus Inversion (DBI) is an optional function for NAND device to reduce power consumption
and power/bus noise during data input/output. A device supporting DBI shall have DBI pin to
designate if the DQ signals are inverted by transmitter side or not. The DBI shall be synchronized
with DQ signals. DBI is regarded as DQ, such that specifications such as AC parameters and
Interface training shall be applied to DBI.

4.6.2. DBI Signal Encoding

DBI signal shall be either 0 or 1 during data input/output, where 0 indicates the DQ signals in the
same cycle are not inverted and 1 indicates the DQ signals in the same cycle are inverted.

In the case where transmitter (host or NAND device) outputs DQ with DBI, the transmitter shall
invert DQ signal on the pin and set DBI to 1 if the number of 1’s of internal DQ signals is more
than 4. Otherwise, if the number of 1’s is equal to or less than 4, the transmitter shall not invert
DQ signal on the pin and set DBI to 0.

DBI function shall be activated/deactivated by Set Feature.

The table below shows the DQ bus and DBI signal behavior during different modes of operation:

Mode of Operation DQ[7:0] Behavior DBI signal Behavior
Command/address Without DBI encoding “0”
Data Input With DBI encoding Encoding flag
Data Output With DBI encoding Encoding flag
SET Feature / GET Feature
/ Without DBI encoding ‘0”
Read ID / Read Status
Write DQ Training (Tx side) Without DBI encoding 9th DQ
Read DQ Training Without DBI encoding %th DQ ('”V"{Os,fi mask value

Table 4-4 DQ bus and DBI signal behavior
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4.7.Test Conditions

4.7.1. Test Conditions for Timing

The test conditions that shall be used to verify compliance with a particular timing mode for
devices are listed in the table below. The test conditions are the same regardless of the number
of LUNs per Target.

(only for DQS_x_t/c and RE_x_n/c 1 )

Parameter NV-LPDDR4 NV-LPDDR4 with VccQL
(LTT) (PI-LTT)
Positive input transition VILLTT (DC) to VILPILTT (DC) to
VIH.LTT (AC) VIH.PI-LTT (AC)
Negative input transition VIH.LTT (DC) to VIH.PI-LTT (DC) to
9 P VIL.LTT (AC) VIL.PI-LTT (AC)

Minimum input slew rate

differential-signals)
1V/ns to 7V/ns for < 3.6GT/s
1.

5V/ns to 7V/ns for >3.6GT/s

differential-signals)
1V/ns to 7V/ns for < 3.6GT/s
1.5V/ns to 7V/ns for >3.6GT/s

Input timing levels Crosspoint Crosspoint
Output timing levels Crosspoint Crosspoint
Qutput Driver strength Default1 Default2

NOTE:

1)
2)

Input slew rate is only valid for strobe signals such as DQS_x_t/c and RE_x_n/c, not for DQ.
These are single-ended specifications for each signal in the differential pair.
Default value is 37.5 Ohms for the pull-down setting, and 50 Ohms Channel ODT or less (VSP)

setting for the pull-up

NV-LPDDR4 with VecQL (PI-LTT)

Table 4-5

4.7.2. Output Timings Reference Loads

NV-LPDDR4 (LTT) /

NV-LPDDR4 with VecQL (PI-LTT)

Terminated Channel

NV-LPDDR4 (LTT) /

Unterminated Channel

Testing Conditions for Timing Specs

NAND Package

50 Ohms or
Less (VSP)

;

NAND Package

No
termination

NC
N\

Figure 4-6 Output Timing Reference Loads for Timing Specs

The “Output Timing Reference Loads” are not intended as a precise representation of any

particular system environment, or a depiction of the actual load presented by a production tester.
System designers should use IBIS or other simulation tools to correlate the timing reference load
to their system environment.
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NV-LPDDR4 (LTT) /
NV-LPDDR4 with VccQL (PI-LTT) | NAND Package T soon
Terminated Channel I 1pF % Less (VSP)

NV-LPDDR4 (LTT) /
NV-LPDDR4 with VccQL (PI-LTT) NAND Package ~ B No
Unterminated Channel 1 Lor termination

Figure 4-7 Output Timing Reference Loads for Output Slew Rate

4.7.3. Output Slew Rate

The output slew rate requirements that the device shall comply with are defined in the table
below.

o Output Slew Rate .
Description Min Max Unit
Single Ended 1 5.0 Vins

Differential 2 10.0 Vins

Table 4-6 Output Slew Rate Requirements for NV-LPDDR4 (LTT) and NV-LPDDR4 with
VccQL (PI-LTT) with ZQ calibration

The testing conditions that shall be used to verify the output slew rate are listed in the table
below. Output slew rates are only verified with ZQ calibration enabled.Output slew rate is verified
by design and characterization; it may not be subject to production test.

The minimum slew rate is the minimum of the rising edge and the falling edge slew rate. The
maximum slew rate is the maximum of the rising edge and the falling edge slew rate. Slew rates
are measured under normal SSO conditions, with half of the DQ signals per data byte driving high
and half of the DQ signals per data byte driving low. The output slew rate is measured per
individual DQ signal. The differential parameters are used when the DQS signal is configured to
operate as a differential signal.
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NV-LPDDR4 with VccQL

Parameter NV-LPDDR4 (LTT) (PI-LTT)
VOL(DC) — _
VOH(DC) — _
VOL(AC) 0.2 * VOH.LTT,nom 0.2 * VOH.PI-LTT,nom
VOH(AC) 0.8 * VOH.LTT,nom 0.8 * VOH.PI-LTT,nom
VOLUIff(AC) -0.6 * VOH.LTT,nom -0.6 * VOH.PI-LTT,nom
VOHdiff(AC) 0.6 * VOH.LTT,nom 0.6 * VOH.PI-LTT,nom
Positive output VOL (AC) to VOH (AC) VOL (AC) to VOH (AC)
transition VOLUJiff(AC) to VOHdiff(AC) VOLUJiff(AC) to VOHdiff(AC)
Negative
output VOH (AC) to VOL (AC) VOH (AC) to VOL (AC)
transition VOHdiff(AC) to VOLJIff(AC) VOHdiff(AC) to VOLJIff(AC)
tRISE1 Time during rising edge from VOL(AC) | Time during rising edge from
to VOH(AC) VOL(AC) to VOH(AC)
tFALL1 Time during falling edge from VOH(AC) Time during falling edge
to VOL(AC) from VOH(AC) to VOL(AC)
tRISEdiff2 Time during rising edge from Time during rising edge from
VOLJIff(AC) to VOHdiff(AC) VOLJIff(AC) to VOHdiff(AC)
. . . Time during falling edge
e Time during falling edge from ;
tFALLJiff . ? from VOH(dIiff(AC) to
VOHdiff(AC) to VOLJIff(AC) VOLdff(AC)
Outout sl [VOH(AC) — VOL(AC)] /
rato rising. [VOH(AC) — VOL(AC)] / tRISE {RISE
edge [VOHdIff(AC) — VOLJIff(AC)] / tRISEdiff | [VOHdIff(AC) — VOLJiff(AC)]
/ tRISEdiff
Outout sl [VOH(AC) - VOL(AC)] /
cato falling. [VOH(AC) — VOL(AC)] / tFALL {FALL
edge [VOHdIff(AC) — VOLJIff(AC)] / tFALLdIff | [VOHdIiff(AC) — VOLJIiff(AC)]
/ tFALLdiff
Output
reference load 1pF to Vss 1pF to Vss

NOTE:

1. Referto Figure 4-8.
2. Refer to Figure 4-9.

Table 4-7

Testing Conditions for Output Slew Rate
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Vcent_DQ

VOL(AC)

Figure 4-8 tRISE and tFALL Definition for Output Slew Rate (single-ended)
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Figure 4-9 tRISEdiff and tFALLdiff Definition for Output Slew Rate (differential)

The output slew rate matching ratio is specified in the table below. The output slew rate mismatch
is determined by the ratio of fast slew rate and slow slew rate. If the rising edge is faster than the
falling edge, then divide the rising slew rate by the falling slew rate. If the falling is faster than the
rising edge, then divide the falling slew rate by the rising slew rate. The output slew rate
mismatch is verified by design and characterization; it may not be subject to production test
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Parameter Min Max

Output Slew Rate Matching 10 14
Ratio, without ZQ calibration ’ ’

Output Slew Rate Matching

Ratio, with ZQ calibration 1.0 1.3

Table 4-8 Output Slew Rate Matching Ratio
4.8.Z2Q Calibration

ZQ calibration is required for both the NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT)
interfaces regardless of data rate.

ZQ Calibration is performed by issuing F9h command for ZQCL (ZQ long calibration) and DSh
command for ZQCS (ZQ short calibration). ZQ Calibration is used to calibrate NAND Ron values
and may also be used to calibrate ODT values as well. A longer time is required to calibrate the
output driver and on-die termination circuits at initialization and relatively smaller time to perform
periodic calibrations.

ZQCL is used to perform the initial calibration after power-up initialization sequence. The
command to enable ZQCL may be issued at any time by the controller depending on the system
environment. ZQCL triggers the calibration engine inside the NAND and once calibration is
achieved, the calibrated values are transferred from the calibration engine to NAND 1O, which
updates the output driver and on-die termination values.

ZQCL is allowed a timing period of tZQCL to perform the full calibration and the transfer of
values.

ZQCS command is used to perform periodic calibrations to account for voltage and temperature
variations. A shorter timing window is provided to perform the calibration and transfer of values as
defined by timing parameter tZQCS. One ZQCS command can effectively correct a minimum of
1.5 % (ZQ Correction) of Ron and Rtt impedance error within tZQCS for all speed bins assuming
the maximum sensitivities specified in 4.9.3 Output Driver Sensitivity and 4.13.1 ODT Sensitivity
sections. The appropriate interval between ZQCS commands can be determined from these
tables and other application-specific parameters. One method for calculating the interval between
ZQCS commands, given the temperature (Tdriftrate) and voltage (Vdriftrate) drift rates that the
NAND is subject to in the application, is illustrated. The interval could be defined by the following
formula:

ZQCorrection / [(TSens X Tdriftrate) + (VSens X Vdriftrate)]

where TSens = max(dRTTdT, dRONdTM) and VSens = max(dRTTdV, dRONdVM) define the
NAND temperature and voltage sensitivities.

For example, if TSens = 0.5% / oC, VSens = 0.2% / mV, Tdriftrate = 1 oC / sec and Vdriftrate =
15 mV / sec, then the interval between ZQCS commands is calculated as:

1.5/[(0.5 X 1) + (0.2 X 15)] = 0.429=429ms

No other activities, including read status, should be performed on the NAND channel (i.e. data
bus) by the controller for the duration of tZQCL or tZQCS. The quiet time on the NAND channel
allows accurate calibration of output driver and on-die termination values. For multi-channel
packages, all channels should not have any data transfer during ZQ calibration even if the
devices are not sharing a channel with the LUN performing ZQ calibration. Once NAND
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calibration is achieved, the NAND should disable ZQ current consumption path to reduce power.
NAND array operations may not occur on the device performing the ZQCS or ZQCL operation.
NAND array operations may occur on any devices that share the ZQ resistor with the device
performing ZQCS or ZQCL. All devices connected to the DQ bus shall be in high impedance
during the calibration procedure. The R/B# signal will be brought low by the device during
calibration time, but if other devices are driving a shared R/B# low then the host is required to
wait the maximum tWB+tZQCS before issuing any commands to the data bus.

If a RESET command is issued during ZQ calibration, the state of the NAND device output driver
strength and ODT is not guaranteed and the host shall re-run calibration operation. If a RESET
command (FFh, FAh, FCh) is issued during ZQ long calibration (ZQCL) operation, the RESET
operation is executed and the NAND device will revert to factory settings for output driver strength
and ODT values (e.g. as if no ZQ calibration was performed). If a RESET command (FFh, FAh,
FCh) is issued during ZQ short calibration (ZQCS) operation, the RESET operation is executed
and the NAND device will return to vendor specific settings for output driver strength and ODT
values. When either ZQCL or ZQCS is aborted with a RESET command, the reset time will be
less than 10us (i.e. tRST < 10us).

In systems that share the ZQ resistor between NAND devices, the controller must not allow any
overlap of tZQCL or tZQCS between the devices.

4.8.1. ZQ External Resistor Value, Tolerance, and Capacitive loading

In order to use the ZQ Calibration function, a RZQ = 300 Ohm +/- 1% tolerance external resistor
must be connected between the ZQ pin and ground. The ZQ resistance is the sum of the trace
resistance and the actual resistor resistance. The user should attempt to place ZQ resistor as
close as possible to the NAND device to reduce the trace resistance. The resistance presented to
the NAND needs to be +/-1% of 300 Ohm. The vendor may require a limit to the number of LUNs
(and channels) a single RZQ resistor can be shared amongst. A single resistor can be used for
each NAND device or one resistor can be shared between up to the vendor specified number of
NAND devices if the ZQ calibration timings for each NAND do not overlap. The Cdie component
of the ZQ signal will be less than an I/O signal. Depending on the number of die per package the
total capacitance (Cpackage + Cdie) of the ZQ signal may exceed an 1/O signal. For packages
with eight or more die that share a ZQ signal the total ZQ capacitance will not exceed 15%
greater than the number of die times the Cdie of an I/O signal [i.e. Total ZQ capacitance < 1.15*
Cdie(l/O)].

4.9. Output Specifications

A device may be configured to a different output driver strength via the Set Features (EFh) or Set
Features by LUN (D5h) command.

4.9.1. Output Pull-Down Drive Strengths
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Table 4-9

25 Ohms RzQ/12 Not supported
375 Oth1‘3 RzZQ/8 RZQ/8
42.9 Ohms RzQ/7 RzQ/7
50 Oth1‘3 RZQ/6 RZQ/6
60 Ohms RzQ/5 RzQ/5
75 Ohms RzQ/4 RzQ/4
100 Ohms RzQ/3 RzQ/3
150 Ohms RzQ/2 RzQ/2

NOTE:

specific.

1.37.5Q and 50Q Pull-Down drive strengths are mandatory while the rest are vendor

2. With ZQ Calibration, Pull-Down tolerance from the nominal value is +15% (when
measured at a pad voltage of VOH_nom)

3. The default value when Pull-Down bit locations are in Feature Address 22h is 50Q while
the default value when Pull-Down bit locations are in Feature Address 10h is 37.5Q.

LPDDR4 with VccQL (PI-LTT)

4.9.2. Output Pull-Up VOH,nom Values

Output Pull-Down Drive Strength Settings for NV-LPDDR4 (LTT) and NV-

The values for NV-LPDDR4 (LTT) data interface VOH with ZQ calibration are specified in the

table below:
s VOH.LTT VOH.LTT VOH.LTT,nom - .
Description setting Maximum @ 1.2V VCecQ VOH.LTT Minimum Unit
R _pullup VCCQ/3 1.15* VOH.LTT,nom 400 0.85 * VOH.LTT,nom mV
R_pullup VCCQ/2.5 | 1.15* VOH.LTT,nom 480 0.85 * VOH.LTT,nom mV
Notes:

1. VOH.LTT,nom = VccQ/3 is mandatory and shall be the default, while VOH.LTT,nom = VccQ/2.5 is optional.
2. VOH accuracy requirements are after ZQ calibration with an RZQ of 300Q +/- 1%
3. VOH accuracy requirements only apply at valid CH_ODT values
4. Refer to Output Driver Sensitivity if either the temperature or the voltage changes after calibration.

Table 4-10 VOH Values for NV-LPDDR4 (LTT) with ZQ calibration

The values for NV-LPDDR4 with VccQL (PI-LTT) data interface VOH with ZQ calibration are
specified in the table below:
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VOH.
o VOH.PI-LTT VOH.PI-LTT,nom VOH.PI-LTT .
DERE A || HEIT Maximum @ 0.6V VccQL Minimum i
setting
R_pullup VecQL/2 1151 Ve 2:"3" 300 085"V 2:"3" mv
Notes:

1. VOH.PI-LTT,nom = VccQL/2 is mandatory and shall be the default

2. VOH accuracy requirements are after ZQ calibration with an RZQ of 300Q +/- 1%

3. VOH accuracy requirements only apply at valid CH_ODT values

4. Refer to Output Driver Sensitivity if either the temperature or the voltage changes after calibration.

Table 4-11 VOH Values for NV-LPDDR4 with VccQL (PI-LTT) with ZQ calibration

NV-LPDDR4 with
Channel AHEPIERS [[BUL) VccQL (PI-LTT)
oDT Unit VOH.LTT VOH.LTT VOH.PI-LTT
Setting Nominal = | Nominal = Nominal =
VCCQ/3 VCCQJ/2.5 VCCAQL/2
25 Ohms RzQ/12 Valid Valid Invalid
37.5 Ohms RzQ/8 Valid Valid Valid
42.9 Ohms RzQ/7 Valid Valid Valid
1 12 13
50 Ohms RZQ/6 Valid Valid Valid
(default) (default)
60 Ohms RzQ/5 Valid Valid Valid
75 Ohms RzQ/4 Valid Valid Valid
100 Ohms RzQ/3 Valid Valid Valid
150 Ohms RzQ/2 Valid Valid Valid

NOTE:

1. Support for Pull-Up Setting with a Channel ODT value of 50Q when
VOHpu,nom = VccQ/3 is mandatory and shall be the default setting. Support
for other values is vendor specific.

2. Support for VOH.LTT.nom = VccQ/2.5 is optional. When VOH.LTT,nom =
VceQ/2.5 is supported by a device the CH_ODT configurations that are
supported as well as the default value are vendor specific.

3. Support for CH_ODT value of 50Q when VOH.PI-LTT,nom = VccQL/2 is
mandatory and shall be the default setting. Support for other CH_ODT values
is vendor specific.

Table 4-12 Allowable I/O Pull-Up Settings (CH_ODT) for NV-LPDDR4 (LTT) and NV-
LPDDR4 with VccQL (PI-LTT)

4.9.3. Output Driver Sensitivity

If either the temperature or the voltage changes after ZQ calibration, then the tolerance limits can
be expected to widen according to the tables bellow:
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Description VOUT to VssQ Maximum Minimum Unit
R_pullup for %
_pLTTp VOH.LTT,nom 1.15 + dVOHdT x AT + dVOHdV x AV | 0.85 - dVOHdT x AT - dVOHdV x AV °
R_pullup for | /o pr 7T 0
PILLTT .PI-LTT,nom 1.15 + dVOHAT x AT + dVOHdV x AV | 0.85 - dVOHdT x AT - dVOHdV x AV %

Table 4-13 Output Driver Sensitivity Definition

Change Maximum Minimum Unit
dRONdT 05 0 %I°C
dRONdV 0.2 0 %/mV
dVOHdT 0.5 0 %/°C
dVOHdV 0.2 0 %/mV

Table 4-14 Output Driver Voltage and Temperature Sensitivity
4.10. Capacitance

4.10.1. Package Electrical Specifications for DQS_t, DQS _c,
DQ[7:0], RE_t, RE_c, DBI

ZI0O applies to DQ[7:0], DQS _t, DQS_c, RE_t, RE_c and DBI. TdIO RE applies to RE_t and
RE_c. TdIO and TdIOMismatch applies to DQ[7:0], DQS_t, DQS_c and DBI. Mismatch and Delta
values are required to be met across same data bus on given package (i.e. package channel),
but not required across all channels on a given package.
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<400 MT/s 533 MT/s 667 MT/s 800 MT/s to (1333 MT/s to| 3600 MT/s to Unit
Symbol Parameter 1200 MT/s 3600 MT/s 4800 MT/s
Min | Max | Min [ Max | Min | Max | Min | Max | Min | Max | Min Max
Zo '”p%?(;tp“t 35 | 90 [ 35| 90 | 35| 90 [35| 90 |35 9 | 30 80 | ohms
Tdio Input/Output
F'f’kg Delgy - 160 | - | 160 | - 145 | - | 130 | - | 130 | - 115 ps
Tdiore Input/Output
Pkg Delay - 160 - 160 - 145 - 130 - 130 - 115 ps
TdioMism Input/Output
atch Pkg Delay - 50 - 40 - 40 - 40 - 40 - 40 ps
Mismatch
D Ziobas Delta Zpkg for
DQS_t and - 10 - 10 - 10 - 10 - 10 - 10 Ohms
DQS c
D Tdio bas Delta Pkg
Delay for
DQS_B;and - 10 - 10 - 10 - 10 - 10 - 10 ps
DQS c
D Ziore Delta Zpkg for
RE_t and - 10 - 10 - 10 - 10 - 10 - 10 Ohms
RE ¢
D Tdiore Delta Pkg
Delay for RE_t - 10 - 10 - 10 - 10 - 10 - 10 ps
and RE ¢
NOTE:

1. The package parasitic ( L & C) are validated using package only samples. The capacitance is measured with Vcc,
VeeQ/VeeQL, Vss, VssQ shorted with all other signal pins floating. The inductance is measured with Vce, VecQ/VecQL, Vss
and VssQ shorted and all other signal pins shorted at the die side (not pin).

2. Package only impedance (Zio) is calculated based on the Lpkg and Cpkg total for a given pin where: Zo(total per pin) =

SQRT(Lpkg/Cpkg)
3. Package only delay (Tdio) is calculated based on Lpkg and Cpkg total for a given pin where: Tdio(total per pin) =
SQRT(Lpkg*Cpkg)
4. Mismatch for Tdio (TdioMismatch) is value of Pkg Delay of fastest I/O minus the value of Pkg Delay for slowest I/O.
5. Delta for DQS is Absolute value of ZIO(DQS_t-ZIO(DQS_c) for impedance(Z) or absolute value of TdIO (DQS_t)-
TdIO(DQS_c) for delay(Td)
6. Delta for RE is Absolute value of ZIO(RE_t-ZIO(RE_c) for impedance(Z) or absolute value of TdIO(RE_t)-TdIO(RE_c) for
delay(Td)

4.10.2.

Table 4-15

Package Electrical Specifications

Pad Capacitance Specifications for DQS_t, DQS_c, DQ[7:0],
RE_t, RE_c, DBI and ZQ Pins
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£1200 MT/s 1200 MT/s | 2400 MT/s to| 3600 MT/s | Unit

Symbol Parameter to 2400 3600 MT/s to 4800
MT/s MT/s
Min Max | Min | Max | Min | Max | Min | Max
Input/Output
Capacitance for
Cio |DQ[7:0], DQS_t, - 25 - 1.6 - 1.6 - 1.2 | pF
DQS_c, RE_t,
RE_c, DBI
Cczq |ZQ capacitance - 2875| - [2.875| - |2875| - [2.875| pF
D Cio Delta Input/Output
Capacitance 0 0.2 0 0.2 0 0.2 0 0.2 pF
DQS |DQS tand DQS c
D Cio Delta Input/Output
Capacitance for 0 0.2 0 0.2 0 0.2 0 0.2 pF
RE |RE tandRE ¢

NOTE:

1. These parameters are not subject to a production test. It is verified by design and
characterization. The capacitance is measured according to JEP147(“PROCEDURE FOR
MEASURING INPUT CAPACITANCE USING A VECTOR NETWORK ANALYZER(VNA)”) with
Vce, VeeQ, VeeQL, Vss, and VssQ applied and all other pins floating (accept the pin under test).
VeeQ = VeeQL = 1.2V, VBIAS = 0.2V and on-die termination off for NV-LPDDR4 (LTT) interface.
VeeQ = 1.2V, VeeQL = 0.6V, VBIAS = 0.15V and on-die termination off for NV-LPDDR4 with
VeeQL (PI-LTT) interface.

2. These parameters apply to monolithic die, obtained by de-embedding the package L & C
parasitics.

3. Delta for DQS is the absolute value of CIO(DQS_t) - CIO(DQS_c)

4. Delta for RE is the absolute value of CIO(RE_t) - CIO(RE_c)

Table 4-16 Pad Capacitance for DQS_t, DQS_c, DQ[7:0], RE_t, RE_c, DBI and ZQ Pins

4.10.3. Input Capacitance Specifications for ALE, CE_n, CLE, WE_n
and WP_n

The input capacitance requirements defined in table below is for packaged raw NAND
devices. The testing conditions that shall be used to verify the input capacitance
requirements are: temperature of 25 degrees Celsius, VccQ = nominal value, Vcc =
nominal value, Vin = Ov, and a frequency of 100 MHz. The DC specification is for the
ALE, CLE and WE_n pins only and is the maximum variation allowed for those pins as a

group.
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Parameter Loading Min | Typ | Max Unit

1 LUN per x8 data bus - - 6.4 pF

2 LUNSs per x8 data bus - - 9.2 pF

Cin 4LUNs per x8 databus | - - 14.3 oF

8 LUNSs per x8 data bus - - 27.3 pF

1 LUN per x8 data bus - - 1.4 pF

DCn' 2 LUNs per x8 data bus - - 1.7 pF

4 LUNSs per x8 data bus - - 2.0 pF

8 LUNSs per x8 data bus - - 4.0 pF

NOTE:
1. DCi applies to ALE, CLE and WE_n pins as a group (WE_n
pin may be excluded from the group)

Table 4-17 Capacitance Specifications for ALE, CE_n, CLE, WE_n and WP_n Pins

4.11. Electrostatic Discharge Sensitivity Characteristics

Parameter’ Symbol Min Max Unit Notes
Human Body Model (HBM) ESDrawm 1000 - Vv 2
Charged-device model (CDM) ESDcom 250 - \Y 3

Note:1 State-of-the-art basic ESD control measures have to be in place when handling devices
Note:2 Refer to ESDA / JEDEC Joint Standard JS-001 for measurement procedures
Note:3 Refer to ESDA / JEDEC Joint Standard JS-002 for measurement procedures

Table 4-18 Electrostatic Discharge Sensitivity Characteristics
4.12. Warmup Cycles

To support higher speed operations, warmup cycles for data output and/or data input may be
provided. When the feature is enabled, extra cycles are initiated at the start of each data burst to
improve the signal integrity of DQ/DQS/DBI/RE signals prior to the transfer of the actual user
data. The intent of the extra cycles being the reduction in the number of bit errors in the user
data, especially in the first few bytes of the data burst.

Warmup cycles are enabled via the Interface Configuration Register (FA 02h). When enabled for
data input or data output cycles, the configured number of warmup cycles shall apply for all
subsequent commands that have data input or data output cycles (including commands with SDR
output), after the Set Features is complete.

Warmup cycles for data output provide extra RE_n and corresponding DQS transitions at the
beginning of a data output burst. The number of extra cycles configured via the Interface
Configuration includes a full data output cycle (both rising and falling edge for RE_n and DQS).
When the NAND Output DFE DQ Pre-Drive feature is disabled, there is no requirement on the
warmup cycles output data pattern for the DQ/DBI signals. However, when the Output DFE DQ
Pre-Drive feature is enabled, there is an output data pattern requirement for DQ/DBI signals (see
DFE section for more details).

Warmup cycles for data input provide extra DQS transitions at the beginning of a data input burst.
The number of extra cycles configured via the Interface Configuration Register includes a full data
input cycle (both rising and falling edge for DQS). When the NAND Input DFE feature is disabled,
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there is no requirement on the warmup cycles input data pattern for the DQ/DBI signals.
However, when the NAND Input DFE feature is enabled, there is an input data pattern
requirement for DQ/DBI signals (see DFE section for more details).

Warmup cycles are optional for both data output and data input. When both are enabled, the
number of warmup cycles for data output do not need to match the number of warmup cycles for
data input (they do not need be configured to the same value).

The host shall take care to avoid signal integrity issues due to data burst pausing and resuming.
In the Conv. Protocol, if the host pauses and then resumes a data transfer without exiting and re-
entering the data burst, then the host shall not issue additional warmup cycles. However, if the
host exits the data burst by bringing ALE, CLE or CE_n high without latching with WE_n, and re-
enters the data burst, warmup cycles are required for the data burst re-entry. Data burst pausing
and resuming without warmup cycles is only allowed up to a certain data rate, please refer to the
Pausing Data Input/Output and Restarting an Exited Data Input/Output Sequence section for
more details.

The figure below shows an example of warmup cycles for data output, where the number of
warmup cycles is two. In the illustration, the first byte of user data is transmitted to the host as
part of the third rising transition of DQS.

RE_n A A S A U L W
DQJ7:0] {po Y b1} p2 ) b3 Y Da

DQS ) W

Figure 4-10 Warmup Cycles for Data Output

4.12.1. Progressive Warmup Cycles

As data rates increase, it becomes increasingly difficult to guarantee the correct number of
differential signal toggles if the channel is not progressively warmed up.

Incorrect detection of the number of differential signal toggles can result in missing initial byte/s of
data and data burst misalignment

It is recommended (but optional) for the host to issue progressive warmup cycle timings at
>3600MT/s.

Examples of progressive warmup cycle schemes are shown in the figures below:
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DOS_t

DQS_c

DQs_t

DQS_c

DQI7:0] |

Pre-amble

User Data

tRPRPE2

PS

Pre-amble

User Data

W PRPE2

1-Tap DFE
DQ Pre-Drive

NOTE: WU=Warmup Cycle

Figure 4-11 4-2-1-1 Progressive Warmup Cycle for Read/Write Example (Recommended)

Read

RE_t

Pre-amble

User Dsta

tDQS20Q

1-Tap DFE

User Data

& boeos

DQ[TO” Do er-ereﬂ
NOTE: WU=Warmup Cycle
Figure 4-12 8-4-2-1 Progressive Warmup Cycle for Read/Write Example
< 3.6GT/s > 3.6GT/s
1 cycle 2 cycle 4 cycle 1 cycle 2 cycle 4 cycle
4-2-1-1UI'"
2ulM 2U1-1UIY or
1UI 1Ul x 2 1Ul x 4 or or 8-4-2-1 Ul
1UI 1UIx 2 or
1Ul x 4

Note: 1) Recommended

Table 4-19 Progressive Warmup Cycle Pattern According to Number of Warmup Cycles
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4.13. On-Die Termination (ODT)

On-die termination (ODT) may be required to operate DQJ[7:0], DBI, DQS_t, DQS_c, RE_t, and
RE_c signals at higher speeds.

Additional power is expected to be burned from ODT. If power needs to be optimized in a
particular condition, then on-die termination may be disabled, and the topology may potentially
need to be run at a slower speed.

ODT settings are configured during initialization. For the Conv. Protocol, the host may configure
ODT in Self-Termination configuration or the more flexible Matrix Termination configuration. For
the SCA protocol, the host may configure both ODT Self-Termination and Non-Target ODT
settings.

In the Conv. Protocol, both ODT Self-Termination and Matrix ODT Termination is asserted/de-
asserted by the LUN based on the type of cycle (on for data input and output cycles, off for
command, and address cycles). On-die termination applies for data input and output cycles for all
commands. ODT is disabled when ALE, CLE or CE_n transitions from low to high.

In the Conv. protocol, for the simple configuration of self-termination only ODT, no ODT matrix
configuration is required. ODT Self-Termination is configured via the Interface Configuration
Register. For the more flexible Matrix Termination configuration, the host configures a matrix that
defines the LUN(s) that terminate for a particular Volume. Matrix Termination enables a mixture of
Target and non-Target termination to be specified This matrix is configured using the ODT
Configure command. To use matrix termination for non-Target termination or termination
topologies that use multiple terminators, the Volume address mechanism shall be used and the
on-die termination configuration matrix shall be specified using the ODT Configure command. If
using matrix termination, the ODT Configure command shall be issued to at least one LUN on all
NAND Targets. As part of the ODT Configure command, Rtt settings may be specified on a per
LUN basis with individual values for:

¢ RE _nRtt,
 DQ[7:0], DBI and DQS for data output Rtt, and
o DQI7:0], DBI and DQS for data input Rtt

In the SCA protocol, ODT Self-Termination is asserted/de-asserted by the LUN based on the type
of bus cycle on the data bus (on during data input and output cycles), however, non-target ODT
operation is controlled by NTO packets. Please refer to the Separate Commands Address (SCA)
Protocol section, sub-sections 5.9.4 and 5.9.5 for more information on SCA Protocol ODT Self-
Termination operation and sub-section 5.9.7 for more information on SCA Protocol Non-Target
ODT (NTO) Packet operation.
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Rtt VOUT to Vss Maximum Nominal Minimum Unit

25 Ohm 0.1 x VecQ 1.15 1.0 0.75
0.33 x VeeQ 4 1.15 1.0 0.85 RzQ/12

0.5 x VeeQ 1.35 1.0 0.85

37.5 Ohm 0.1 x VeecQ 1.15 1.0 0.75
0.33 x VeeQ 4 1.15 1.0 0.85 RZQ/8

0.5 x VeeQ 1.35 1.0 0.85

42.9 Ohm 0.1 x VeeQ 1.15 1.0 0.75
0.33 x VeeQ 4 1.15 1.0 0.85 RzQ/7

0.5 x VceQ 1.35 1.0 0.85

50 Ohm 0.1 x VeeQ 1.15 1.0 0.75
0.33 x VeeQ 4 1.15 1.0 0.85 RZQ/6

0.5 x VceQ 1.35 1.0 0.85

60 Ohm 0.1 x VeeQ 1.15 1.0 0.75
0.33 x VeeQ 4 1.15 1.0 0.85 RzQ/5

0.5 x VceQ 1.35 1.0 0.85

75 Ohm 0.1 x VecQ 1.15 1.0 0.75
0.33 x VceQ 4 1.15 1.0 0.85 RZQ/4

0.5 x VceQ 1.35 1.0 0.85

100 Ohm 0.1 x VeecQ 1.15 1.0 0.75
0.33 x VceQ 4 1.15 1.0 0.85 RzQ/3

0.5 x VceQ 1.35 1.0 0.85

150 Ohm 0.1 x VeecQ 1.15 1.0 0.75
0.33 x VceQ 4 1.15 1.0 0.85 RZQ/2

0.5 x VceQ 1.35 1.0 0.85

300 Ohm 0.1 x VeecQ 1.15 1.0 0.75
0.33 x VeeQ 4 1.15 1.0 0.85 RzQ/1

0.5 x VeeQ 1.35 1.0 0.85

NOTE:

1. Tolerance limits assume RZQ of 300Q +/- 1% and are applicable after proper ZQ calibration has been
performed at a stable temperature and voltage.

2. Refer to ODT Sensitivity if either the temperature or the voltage changes after calibration.

3. The minimum values are derated by 6% when the device operates between —40°C and 0°C (TC).

4. For VOH.LTT,nom=VccQ/2.5 setting use 0.4 x VccQ

Table 4-20 NV-LPDDR4 (LTT) Rtt effective impedances, with ZQ calibration

Rtt VOUT to Vss Maximum Nominal Minimum Unit
37.5 Ohm 0.5 x VecQL 1.15 1.0 0.85 RZQ/8
42.9 Ohm 0.5 x VccQL 1.15 1.0 0.85 RzQ/7

50 Ohm 0.5 x VecQL 1.15 1.0 0.85 RZQ/6

60 Ohm 0.5 x VecQL 1.15 1.0 0.85 RZQ/5

75 Ohm 0.5 x VecQL 1.15 1.0 0.85 RZQ/4

100 Ohm 0.5 x VecQL 1.15 1.0 0.85 RZQ/3

150 Ohm 0.5 x VccQL 1.15 1.0 0.85 RzQ/2

300 Ohm 0.5 x VecQL 1.15 1.0 0.85 RZQ/1
NOTE:

1. Tolerance limits assume RZQ of 300Q +/- 1% and are applicable after proper ZQ calibration has been
performed at a stable temperature and voltage.

2. Referto ODT Sensitivity if either the temperature or the voltage changes after calibration.

3. The minimum values are derated by 6% when the device operates between —40°C and 0°C (TC).

Table 4-21 NV-LPDDR4 with VccQL (PI-LTT) Rtt effective impedances, with ZQ calibration

4.13.1. ODT Sensitivity
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If either the temperature or the voltage changes after ZQ calibration, then the ODT tolerance
limits widen according to the table below. ODT sensitivity specifications are not tested in
production but are simulated and characterized.

Description Maximum Minimum Unit
Rit for NV-LVDDR4 1.15 + dRTTAT x AT + dRTTdV x | 0.85-dRTTdT x AT - dRTTdV x RZQ/N
wTT) ! AV AV
Rit for NV-LPDDR4 1.15 + dRTTAT x AT + dRTTdV x | 0.85-dRTTdT x AT - dRTTdV x RZQ/N
with VecQL (PI-LTT) 2 AV AV

NOTE:

1. NV-LPDDR4 (LTT) interface Rtt Maximum and Minimum specifications in this table are referenced at 0.33 x
VceQ. The ODT Voltage and Temperature Sensitivity specs dRTTdT and dRTTdV are also referenced at 0.33 x
VeeQ.

2. NV-LPDDR4 with VccQL (PI-LTT) interface Rtt Maximum and Minimum specifications in this table are referenced
at 0.5 x VccQL. The ODT Voltage and Temperature Sensitivity specs dRTTdT and dRTTdV are also referenced
at 0.5 x VecQL.

Table 4-22 ODT Sensitivity Definition

Change Maximum Minimum Unit
dRTTdT 05 0 %I°C
dRTTdV 0.2 0 %/mV

Table 4-23 ODT Voltage and Temperature Sensitivity
4.13.2. Self-termination ODT

When self-termination is enabled, the LUN that is executing the command provides on-die
termination. Self-termination ODT is enabled using Set Features to the Interface Configuration
Register (FA02h). Self-termination ODT is supported on both the Conv. and SCA protocols.

The figure below defines Conv. Protocol self-termination only ODT enable and disable
requirements for the LUN that is the executing the command when self-termination ODT is
enabled. If the ODT Configure command is issued to a LUN on a Target, then the ODT
mechanism used for that Target changes to Matrix Termination.
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Data
burst?

Data output and ALE = Data input and ALE =0,

0, CLE=0,DQS =1, CLE =0, RE_n =1, DQS
RE_n transitions 1 to O transitions1to 0
DQ/DQS/DBI: No ODT DQ/DQS/DBI: Enable
RE_n: Enable ODT with ODT w/ data input Rtt
RE_n Rtt RE_n: No ODT

ODT disabled

Figure 4-13 Conv. Protocol Self-Termination ODT Behavioral Flow

The figure below shows the SCA Protocol Self-Termination ODT Behavioral Flow for the LUN that
is the executing the data burst when self-termination ODT is enabled on the LUN:

SCE packet
issued to

No

SCE Burst DIR =07

7 the LUN?
uo J
T RE transitions 1 to O DQS transitions 1to 0
DQ/DQS/DBI: No ODT DQ/DOS/DBI: Enable ODT for DIN
RE: Enable ODT for DOUT RE: No ODT

SCP or SCT packet
issued ?

No /
— . Yes

ODT disabled

Figure 4-14 SCA Protocol Self-Termination ODT Behavioral Flow
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4.13.3. Matrix Termination (Conv. Protocol Only)

A LUN that is configured to act as a terminator using the configuration matrix (that is specified
with the ODT Configure command) may be located on the same Volume as the Volume it is
terminating for (Target termination) or a separate Volume (non-Target termination). Based on the
ODT configuration and the Volume a command is addressed to, LUNs enter different states
which determine their ODT behavior; those states are listed in the table below.

LUN is on Terminator for LUN State ODT Actions
Selected Volume ? Selected Volume ? Defined
Yes na Selected Figure 4-15
No Yes Sniff Figure 4-16
No No Deselected No ODT actions

Table 4-24 LUN State for Matrix Termination

The LUN that a command is addressed to for execution may provide termination. Other LUNs on
the selected Volume that are not responsible for execution of the command may also provide
termination. The table below defines the ODT actions required for LUNs of each of these types on
the selected Volume. LUNs on the selected Volume remain in an active state, and thus are aware
of state information like whether there is a data burst currently and the type of cycle; these LUNs
do not rely only on ALE, CLE, DQS and RE_n signals.
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No ODT action
required by
this LUN for

this data burst

‘terminator for
the selected

Data input or
data output

DQ/DQS/DBI: Enable DQ/DQS/DBI: No 0DT | | PQ/DAS/DBI: Enable
) X ODT w/ data input Rtt
ODT w/ datainput Rtt RE_n: Enable ODT with .
RE_n: Enable ODT with
RE_n: No ODT RE_n Rtt RE n Rtt

ODT disabled, Wait for
next data burst

Figure 4-15 ODT Actions for LUNs on Selected Volume

The ODT configuration matrix also offers the flexibility of having LUNs on an unselected Volume
provide termination for the selected Volume. When a LUN is placed in the Sniff state, it checks
the ALE, CLE, DQS and RE_n signals to determine when to enable or disable ODT. The figure
below defines the ODT actions for LUNs in the Sniff state on an unselected Volume.
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ALE=0,CLE=0,DQS =1, ALE=0,CLE=0,RE_n=1,
RE_n transitions 1 to 0 DQS transitions 1to 0

/ \

DQ/DQS/DBI: Enable DQ/DQS/DBI: Enable
ODT w/ data output Rtt K
X ODT w/ datainput Rtt
RE_n: Enable ODT with
RE_n: No ODT
RE_n Rtt

ODT disabled

Figure 4-16 ODT Actions for LUNs in Sniff State on Unselected Volume

4.13.3.1. Matrix Termination Examples (Informative)

This section describes two examples of on-die termination configurations using matrix
termination. In both examples, each Volume consists of two LUNSs, referred to as HONn-LUNO
and HONn-LUN1. The following Volume addresses were appointed at initialization.

Appointed Volume
el Address
HONO 0
HON1 1
HON2 2
HON3 3

Table 4-25 Matrix Termination Example: Appointed Volume Addresses

For optimal signal integrity and power consumption, the host may configure termination in a
variety of ways. The host may configure a LUN to self terminate, perform non-Target termination
for another Volume, or not perform any termination function. Using matrix termination, the
termination Rtt values may be set differently for each LUN configured as a terminator, including
the ability to specify different settings for data output operation and data input operation. The first
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example shows that a controller may configure the ODT matrix to perform stronger non-Target
ODT for data output operations and weaker Target ODT for data input operations.

Refer to the ODT Configure Definition section for definition of the ODT Configuration Matrix bits
(i.e. MO, M1, Rtt1, Rtt2) used in the Matrix Termination examples in this section.

LUN MO M1 Rit1 Rtt2 Notes
Terminates for Volumes 2 and 3 (non-Target) for
HONO-LUNO | 0OCh 00h 40h 00h | data output with an Rtt value of 50 Ohms for
DQ[7:01/DQS.
Terminates for Volume 0 (Target) for data input
HONO-LUN1 01h 00h 02h 03h | with an Rtt value of 100 Ohms for DQ[7:0/DQS
and 75 Ohms for RE_n (RE_t/RE_c).
Terminates for Volume 1 (Target) for data input
HON1-LUNO | 02h 00h 02h 03h | with an Rtt value of 100 Ohms for DQ[7:0/DQS
and 75 Ohms for RE_n (RE_t/RE_c).
HON1-LUN1 00h 00h 00h 00h | Does not act as a terminator.
HON2-LUNO | 00h 00h 00h 00h | Does not act as a terminator.
Terminates for Volume 2 (Target) for data input
HON2-LUN1 04h 00h 02h 03h | with an Rtt value of 100 Ohms for DQ[7:0/DQS
and 75 Ohms for RE_n (RE_t/RE c).
Terminates for Volume 3 (Target) for data input
HON3-LUNO | 08h 00h 02h 03h | with an Rtt value of 100 Ohms for DQ[7:0]/DQS
and 75 Ohms for RE_n (RE_t/RE c).
Terminates for Volumes 0 and 1 (non-Target) for
HON3-LUN1 03h 00h 40h 00h | data output with an Rtt value 50 Ohms for
DQ[7:01/DQS.
Table 4-26 Matrix Termination Example 1
NAND Pkg0 (Volume HONO)
CEO n Takr':::D T::;:?g LUN 0: Terminates for Volumes 2 and 3
- LUN 1: Terminates for Volume 0
Appointed Volume 0
NAND Pkg1 (Volume HON1)
CE1_n Target 1 Target 1 LUN 0: Terminates ff)r Valume 1
Appointed Volume 1 Channel 0
NAND Pkg2 (Volume HONZ)
CE2 n T:;::Z T:r’::ltJZ LUN 0: No termination set
- LUN 1: Terminates for Volume 2
Appointed Volume 2
NAND Pkg3 (Volume HON3)
CE3_n Target 3 Target3 LUN 0: Terminated for Volume 3

Figure 4-17 Example

LUN 1: Terminates for Volumes 0 and 1

Appointed Volume 3

: Non-Target ODT for Data Output, Target ODT for Data Input
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The second example uses parallel non-Target termination to achieve a stronger effective Rtt
value for both data output and data input operations. For data output, two 50 Ohm terminators are
used in parallel to achieve an effective 25 Ohms non-Target termination value. For data input, two
100 Ohm terminators are used in parallel to achieve an effective 50 Ohms non-Target termination
value. This type of ODT matrix allows for stronger termination than may be available through a
single device. It also allows for intermediate Rtit values with the use of different Rit values for
parallel LUNs. For example, if one terminator was configured for 75 Ohms and another terminator
was configured for 100 Ohms for the same Volume then an effective Rit value of 43 Ohms is
achieved. In this example, parallel termination is used for data input and data output for
DQ[7:01/DQS, however, RE_n (RE_t/RE_c) is non-Target terminated with 100 Ohms using a

single LUN.

LUN

Mo

M1

Rtt1

Rtt2

Notes

HONO-LUNO

0Ch

00h

42h

00h

Terminates for Volumes 2 and 3 (non-Target) for
data output with an Rtt value of 50 Ohms for
DQ[7:01/DQS.

Terminates for Volumes 2 and 3 (non-Target) for
data input with an Rtt value of 100 Ohms for
DQ[7:01/DQS.

HONO-LUN1

0Ch

00h

42h

01h

Terminates for Volumes 2 and 3 (non-Target) for
data output with an Rtt value of 50 Ohms for
DQI7:0)/DQS.

Terminates for Volumes 2 and 3 (non-Target) for
data input with an Rtt value of 100 Ohms for
DQI7:0)/DQS.

Terminates for Volumes 2 and 3 (non-Target)
with an Rtt value of 150 Ohms for RE_n
(RE_t/RE_c).

HON1-LUNO

00h

00h

00h

00h

Does not act as a terminator.

HON1-LUN1

00h

00h

00h

00h

Does not act as a terminator.

HON2-LUNO

00h

00h

00h

00h

Does not act as a terminator.

HONZ2-LUN1

00h

00h

00h

00h

Does not act as a terminator.

HON3-LUNO

03h

00h

42h

01h

Terminates for Volumes 0 and 1 (non-Target) for
data output with an Rtt value of 50 Ohms for
DQI7:0)/DQS.

Terminates for Volumes 0 and 1 (non-Target) for
data input with an Rtt value of 100 Ohms for
DQI7:0)/DQS.

Terminates for Volumes 0 and 1 (non-Target)
with an Rtt value of 150 Ohms for RE_n
(RE_t/RE_c).

HON3-LUN1

03h

00h

42h

00h

Terminates for Volumes 0 and 1 (non-Target) for
data output with an Rtt value of 50 Ohms for
DQ[7:01/DQS.

Terminates for Volumes 0 and 1 (non-Target) for
data input with an Rtt value of 100 Ohms for
DQ[7:01/DQS.

Table 4-27 Matrix Termination Example 2
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NAND Pkg0 (Volume HONO)
Haost NAND
CEO_n Target 0 Target0 LUN 0: Terminates for Volumes 2 and 3
LUN 1: Terminates for Volumes 2 and 2
Appointed Volume 0
NAND Pkgl (Volume HON1)
Host MNAND
Target 1 T; + 1 LUN 0: No termination set
CE1 n =
LUN 1: No termination set
Appointed Volume 1 Channel 0
NAND Pkg2 (Volume HON2)
Host NAND
CE2_n Target 2 Target 2 LUN 0: No termination set
LUN 1: No termination set
Appointed Volume 2
NAND Pkg3 (Volume HON3)
Host MNAND
CE3_n Target 3 Target 3 LUN 0: Terminates for Volumes 0 and 1
LUN 1: Terminates for Volumes 0 and 1
Appointed Volume 3

Figure 4-18 Example: Parallel Non-Target ODT

4.14. Timing Parameter Descriptions

The behavior of the device when the required minimum and maximum times are not adhered to is
undefined. Note that the host needs to account for channel effects in meeting the specified
timings with the device.

4.141. General Timing Parameters
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Applicability

Parameter Description Conv. SCA
Protocol Protocol?
Yes Yes, though in some
instances, tADL is
tADL2 Address cycle to data loading time. replaced by tCDL. Also
tADL value is relaxed to
versus Conv. Protocol.
tCAH Command/address DQ hold time. Yes No
{CALH CLE and ALE hold time. Yes No, replaced by tCACH
in SCA protocol.
{CALS CLE and ALE setup time during Yes No, replaced by tCACS
command and address cycles. in SCA protocol.
tCALQS2 CLE and ALE setup time to DQS _t Yes No
or DQS_t/DQS_c cross-point.
tCALR2 CLE and ALE setup time to RE_nor | Yes No
RE_t/RE_c cross-point.
tCAS Command/address DQ setup time. Yes No
Yes No, tCCS is replaced by
tCCSz’6’7 Change Column setup time. tCCSR and tCCSW in
SCA protocol.
. . Yes No, replaced by tCEH2
tCEH CE_n high hold time. in SCA protocol.
Yes No, replaced by
tCH CE_n hold time. tCLKCE in SCA
protocol.
tcHZ? CE_n high to output Hi-Z Yes No
tcLHZ® CLE high to output Hi-Z Yes No
CLE to (RE_n low or RE_t/RE_c Yes No
tCLR .
crosspoint).
CE_nto (RE_n low or RE_t/RE_c Yes No
tCR -
crosspoint).
CE_nto (RE_nlow or RE_{/RE_c Yes No
tCR2 crosspoint) after CE_n has been
high for greater than 1us.
Yes No, replaced by
tCS CE_n setup time. tCELCLK in SCA
protocol.
{CS1 CE_n setup time for data burst with | Yes No
ODT disabled.
{CS2 CE_n setup time with DQS/DQ[7:0] | Yes No
ODT enabled.
CE_n setup time to DQS (DQS_t) Yes No
tCD low after CE_n has been high for
greater than 1us.
ALE, CLE, WE_n hold time from Yes No
tCSD CE_n high.
Yes No, replaced by
tCDQSS DQS setup time for data input start. tSCDQSS in SCA
protocol.
{CDQSH g)r%s hold time for data input burst Yes No
DQS (DQS _t) high and RE_n Yes No
tDBS (RE_t) high setup to ALE, CLE and
CE_n low during data burst.
Busy time for Set Features, Set Yes Yes
tFEAT! Features by LUN, Get Features and

Get Features by LUN.
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1.
2.

{tODTOFF ODT Disable command to next Yes No
command.
{ODTON ODT Enable command to next Yes No
command.
Data output cycle to command or Yes No
tRHW address cycle (RE_t high to WE_n
high).
tRR Ready time to data output. Yes No
Device reset time, measured from Yes Yes
tRST3 the falling edge of R/B_n to the
rising edge of R/B_n.
3.4 Last command or address cycle to Yes Yes
tWB device busy (SR[6] low).
. . Yes No, replaced by tCACI
twC Write cycle time. spec in SCA protocol.
. . Yes No, replaced by tCAHPI
tWH WE_n high pulse width, spec ir'? SCA pg;tocol_
2 Last command or address cycle to Yes Yes
tWHR data output.
5 Last address cycle to data output for | Yes Yes
tWHRT training.
twTrNT® Busy time during Write RX Training. | Y€S Yes
WP WE_n low pulse width. Yes No, replaced by tCALPI
spe in SCA protocol.
tWw WP _n transition to command cycle. | Yes Yes
NOTE:

Measured from the falling edge of SR[6] to the rising edge of SR[6].
tADL is used for Program operations. tWHR is used for Read ID, Read Status, and Read Status
Enhanced commands. tCCS is used for commands that modify the column address and thus impact
the data pipeline; these commands include Change Read Column and Change Write Column.
In the Conv. Protocol, for Set Features, tWB starts on the falling edge of DQS for parameter P4,
whereas in the SCA Protocol, tWB starts on the last falling edge of CA_CLK for parameter P4.
Commands (including Read Status / Read Status Enhanced) shall not be issued until after tWB is
complete.
tWHRT, tWTRN are used only for training commands.
In the Conv. Protocol, during data input sequences which require tCCS, tCCS is referenced from
WE# high to:

a. The first byte (DQS_t rising edge) input when warmup cycles are disabled.

b. The first byte (DQS_t rising edge) of the first input warmup cycle when warmup cycles are

enabled.

See SCA section for tCCSW timing references.
In the Conv. Protocol, during data output sequences which require tCCS, tCCS is referenced from
WE# high to the RE_t falling edge marking the start of the read pre-amble (tRPRE/tRPRE2). See
SCA section for tCCSR timing references.
The target is allowed a longer maximum reset time when a program or erase operation is in
progress. For reset time during operations other than erase, program or page read (00-address-
30h) operation, refer to the vendor datasheet.
Refer to Appendix for measurement technique.

. This table does not list all general interface timing parameters for the SCA protocol. See SCA

Protocol section for other general interface timing parameters.

Table 4-28 General Interface Timing Parameters

Array timing parameter values are defined in the table below, please see vendor datasheet for
values. These parameters apply to both Conv. and SCA protocols.
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Parameter Description
{BERS' Block erase time
tPLEBSY' 2 Busy time for multi-plane erase operation
tPLPBSY " 2 Busy time for multi-plane program operation
tPLRBSY " 2 Busy time for multi-plane read operation
tPCBSY" Program cache busy time
tPROG' Page program time
R Page read time
tRCBSY' Read cache busy time
NOTE:

1. Measured from the falling edge of SR[6] to the rising edge of SR[6].

2. NAND vendors may remove tPLEBSY, tPLPBSY and tPLRBSY busy times, keeping SR[6] HIGH between
multi-plane sequences, and instead require the host to provide a vendor specific fixed delay between multi-
plane sequences (see vendor datasheet).

Table 4-29 Array Timing Parameter Descriptions

The table below shows busy times associated with cache operations (tRCBSY, tPCBSY) and
multi-plane operations (tPLEBSY, tPLPBSY, and tPLRBSY). These parameters apply to both
Conv. and SCA protocols.

Parameter Typical Maximum
tPLEBSY 2 500 ns tBERS
tPLPBSY 2 500 ns tPROG
tPLRBSY 2 500 ns tR
tPCBSY 3 us tPROG
tRCBSY 3 us tR
NOTE:

1. Typical times for tPCBSY and tRCBSY are the recommended interval at which the host
should consider polling status. Device busy time may be longer than the typical value.

2. NAND vendors may remove tPLEBSY, tPLPBSY and tPLRBSY busy times, keeping
SR[6] HIGH between multi-plane sequences, and instead require the host to provide a
vendor specific fixed delay between multi-plane sequences (see vendor datasheet).

Table 4-30 Cache and Multi-plane Short Busy Times

The table below shows timing specs associated with the Volume Select sequence. Since Volume

Select is only used in Conv. Protocol, these timings do not apply to the SCA Protocol.

Parameter Description Minimum Maximum
tVDLY Delay prior to issuing the next command after a
new Volume is selected using the Volume Select 50 ns -
command.
tCEVDLY Delay prior to bringing CE_n high after a new
Volume is selected using the Volume Select 50 ns -

command.

Table 4-31 Volume Select Times

The table below shows timing specs related to ZQ Calibration. These parameters apply to both
Conv. and SCA protocols.
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Parameter Description Maximum

tZQCL Normal operation Long calibration time 1.2us
tZQCS Normal operation Short calibration time 0.4us
NOTE:

1. Increased tZQCL and tZQCS values beyond minimum specified value may result when greater
than 8 LUNs share a ZQ resistor

Table 4-32 ZQ Calibration Timing parameters

4.14.2. Data Burst Related Parameters
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Applicability

Parameter Description Conv. SCA
Protocol Protocol 2
Change in tDQSQ versus temperature for a Yes Yes
LUN. Computed by the dividing delta in tDQSQ
by the operating temperature range of the
dQSQ/dT device for a LUN. Spec is guaranteed by design
and characterization and not tested in
production.
Change in tDQSQ versus VceQ for a LUN. Yes Yes
Computed by dividing the delta in tDQSQ by the
dQsQ/dv operating VccQ range of the device for a LUN.
Spec is guaranteed by design and
characterization and not tested in production.
tAC Access window of DQ[7:0] from RE_n Yes Yes
(RE_t/RE_c crosspoint)
{DIHL DQ minimum input pulse width at Vcent_DQ Yes Yes
(pin_mid) + vDIVW total/2
DQ input pulse width at Vcent_DQ (pin_mid) or | Yes Yes
tDIPW
VrefQ
tDIVWA DQ Rx.Mask Timing Window at Vcent_DQ Yes Yes
(pin_mid)
{DIVW2 DQ Rx.Mask Timing Window at Vcent_DQ Yes Yes
(pin_mid) + vDIVW total/2
tDQ2DQ Maximum allowable skew between DQ signals Yes Yes
at the NAND ball for a single LUN.
tDQDbQ Worst case DQ-to-DQ variation for a LUN Yes Yes
during data output cycles.
Allowable skew between DQS and DQ at the Yes Yes
tDQs2Da NAND ball for a single LUN.
tDQS2DQ_temp | DQ to DQS offset temperature variation Yes Yes
tDQS2DQ_volt DQ to DQS offset voltage variation Yes Yes
tDQSD (RE_n low or RE_{/RE_c crosspoint) to Yes No
DQS/DQ driven by device
tDQSH (abs) Absolute DQS high level width Yes Yes
tDQSH (avg) Average DQS high level width Yes Yes
tDQSL (abs) Absolute DQS low level width Yes Yes
tDQSL (avg) Average DQS low level width Yes Yes
{DQSQ DQS-DQ skew, DQS to last DQ valid, per Yes Yes
access
Access window of DQS from RE_n Yes Yes
tDQSRE (RE_t/RE_c)
{DQSRH DQS ho_ld time after (RE_n low or RE_t/RE_c Yes No
crosspoint)
tDSC(avg) Average DQS cycle time Yes Yes
{DSC(abs) Abgolute write cycle period, mea}surgd. from Yes Yes
rising edge to the next consecutive rising edge
tDVWd %u’g:i)g;)data valid window per device (across all | Yes Yes
tDVWp Output data valid window per 10 pin Yes Yes
tITper The deviation of a given tRC(abs)/tDSC(abs) Yes Yes
from tRC(avg)/tDSC(avg)
tJITce Cycle-to-cycle jitter Yes Yes
{QH DQ-DQS hold, DQS to first DQ to go non-valid, Yes Yes
per access
DQS output high time (if differential, DQS _t is Yes Yes
tQSH high)
DQS output low time (if differential, DQS_t is Yes Yes
tQSL low)
tRC(avg) Average read cycle time, also known as tRC Yes Yes
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Absolute read cycle period, measured from Yes Yes
tRC(abs) g RS
rising edge to the next consecutive rising edge
tREH(abs) Absolute RE_n/RE_t high level width Yes Yes
tREH(avg) Average RE_n/RE _t high level width Yes Yes
tRP(abs) Absolute RE_n/RE_t low level width Yes Yes
tRP(avg) Average RE_n/RE_t low level width Yes Yes
tRPRE2 Read preamble Yes Yes
Yes No, replaced by
tRPST Read postamble tRPST_CAin
SCA protocol
Yes No, replaced by
tRPSTH Read postamble hold time tRPSTH_CA in
SCA protocol
tWPRE2 DQS write preamble Yes Yes
Yes No, replaced by
tWPST DQS write postamble tWPST_CAin
SCA protocol
Yes No, replaced by
tWPSTH 1 DQS write postamble hold time tWPSTH_CA in
SCA protocol
NOTE:
1. In the Conv. Protocol, for a data input burst followed by a confirm command, at the end of the burst
with CLE going HIGH, WE# must toggle LOW only after meeting tWPSTH (min) timing.
2. This table does not list all data burst related timing parameters for the SCA protocol. See SCA
Protocol section for other data burst related timing parameters.

4.14.3.

NAND/Controller DQ Rx Mask Definition

Table 4-33 Data Burst Related Timing Parameter Descriptions

The DQ input receiver (Rx) mask defines the area that the input signal must not encroach in order
for the DQ input receiver to successfully capture an input signal. The mask is a receiver property

and is not the valid data-eye. The DQ Rx mask for voltage and timing is shown in the figure below
and is applied per individual DQ pin. Note that the DQ Rx mask also applies to the DBI signal.
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The DQ Rx mask is evaluated at the die pads and Rx mask values are guaranteed with DFE
disable case only. When DFE is enabled, DFE setting vs. coefficient values will be supplied by
the NAND vendor. User can apply the co-efficient to/on the input signal measured at the NAND
die pads. The exact pass/fail criteria after co-efficient application can be supplied by the NAND
vendor.

The minimum DQ AC input pulse amplitude (pk-pk) is given by the VIHL_AC specification. The
DQ only input pulse amplitude must meet or exceed VIHL_AC at least one time over the total U,
except when no transitions are occurring for that Ul. VIHL_AC is centered around Vcent_DQ
(pin_mid) such that VIHL_AC/2 min must be met both above and below Vcent_DQ (pin_mid).
There are no timing requirements above or below VIHL_AC levels.

VIHL/2

| @ or veel
VIHL VOIVW \ - _Vce_nthQ(p\nfmld}orVre QN
F tDIVW1 |
VIHL/2 pQRxMask | DQ Rx Mask
""""" T i e — o
tDIPW

Figure 4-19 DQ Rx Mask and VIHL Definition

Vcent_DQ (pin_mid) is defined as the midpoint between the highest Vcent_DQ voltage level and the
lowest Vcent_DQ voltage level across all DQ pins for a given NAND die. Each Vcent_DQ is defined by
the center (ie. widest opening) of the cumulative data input eye as depicted in the figure below.

Since the DQ Rx mask is centered around Vcent_DQ (pin_mid), any pin-to-pin Vcent_DQ variation
must be accounted for in the DQ Rx Mask.

Lowe ent_DQ leve
Veent_DOz
L0 35k y Variation
Veent_ DOy
DQz

Highest Vieent_D( leve

Figure 4-20 Vcent_DQ (pin_mid) Definition

4.14.4. Input Pulse Width Specifications

The tDIPW specification describes the required minimum DQ input pulse width at
Vcent_DQ(pin_mid) while the tDIHL specification describes the minimum DQ input pulse width at
Vcent_DQ(pin_min) + vDIVW/2. The relationship between the two specifications is illustrated in
the diagram below:
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Figure 4-21 Input Pulse Width Specifications (tDIPW and tDIHL)
4.15. Timing Modes and Parameter Values

Timing modes represent speed bins for the NAND device. The host is not required to have a
period that exactly matches the tDSC or tRC values listed for the standard timing modes. The
host shall meet the setup and hold times and DQ Rx Mask requirements for the timing mode
selected. If the host operates the NAND device in timing mode n, then its tDSC and tRC values
shall be faster than the tDSC and tRC values of timing mode n-1 and slower than or equal to the
tDSC and tRC values of timing mode n.

Please refer to the Test Conditions section for the testing conditions for the various timing modes.
In addition, the appropriate data trainings to support a certain timing mode must be done prior to
testing the capability of the device to operate at a certain timing mode.

The following requirements apply to the timing parameter values:

1. tCHZ and tCLHZ are not referenced to a specific voltage level but specify when the device
output is no longer driving.

2. The parameters tRC(avg) and tDSC(avg) are the average over any 200 consecutive periods
and tRC(avg)/tDSC(avg) min are the smallest rates allowed, with the exception of a deviation
due to tJITper.

3. Input jitter is allowed provided it does not exceed values specified.

4. tREH(avg) and RP(avg) are the average half clock period over any 200 consecutive clocks
and is the smallest half period allowed, expect a deviation due to the allowed clock jitter,
Input clock jitter is allowed provided it does not exceed values specified.

5. The period jitter (tJITper) is the maximum deviation in the tRC or tDSC period from the
average or nominal tRC or tDSC over any 200 consecutive periods. It is allowed in either the
positive or negative direction.

6. The cycle-to-cycle jitter (tJITcc) is the amount the clock period can deviate from one cycle
to the next.

7. The duty cycle jitter applies to either the high pulse or low pulse; however, the two
cumulatively cannot exceed tJITper. As long as the absolute minimum half period tRP(abs),
tREH(abs), tDQSH or tDQSL is not less than 43 percent of the average cycle (tRP(abs) and
tREH(abs) not less than 45 percent of the average cycle for 2800 MTs with no training).

8. When the device is operated with input RE_n (RE_t/RE_c) jitter, tQSL, tQSH, and tQH need
to be derated by the actual input duty cycle jitter beyond 0.45 * tRC(avg) but not exceeding
0.43 * tRC(avg) for less than 800 MT/s operation. Output deratings are relative to the device
input RE_n pulse that generated the DQS pulse. For operation above 800 MT/s, even with
input RE jitter, tREH(abs) and tRP(abs) should not go lower than 0.43 * tRC(avg).”

9. Minimizing the amount of duty cycle jitter to more than 45% of the average cycle provides a
larger tQH, which in turn provides a larger data valid window. The device shall provide a
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10.

11.

12.
13.

minimum of 0.5% of larger data valid window for each 1% improvement in duty cycle jitter.
For example, if the host provides a tREH(abs) of 0.49 * tRC(avg) then the device shall
provide at least a tQH of 0.39 * tRC(avg).

The parameter tDIPW is defined as the pulse width of the input signal between the first
crossing of Vcent_DQ (pin_mid) and the consecutive crossing of Vcent_DQ (pin_mid).

For data rates up to 1200MT/s, parameters tDQSQ and tQH are used to calculate overall
tDVWd (tDVWd = tQH - tDQSQ). tDVWd is the data valid window per device per Ul and is
derived from [tQH — tDQSQ)] of each Ul on a pin per device. Since data eye training to
optimize strobe placement is expected at high /O speeds (2533 MT/s), tDQSQ and tQH may
borrow time from each other without changing tDVWd. For example, if there exists X ps of
margin on tDQSQ then tQH can be provided with an additional X ps without changing the
value of tDVWd. When timing margin is borrowed from tDQSQ to provide additional timing for
tQH, the same amount of timing margin can be used for additional timing for tQSL/tQSH. For
data rates >1200MT/s, the tDVWp spec shall be used instead for the NAND output valid
window. NAND devices may require that DCC training be done to be able to meet tDVWp
(per pin valid window) requirements for >800 MT/s data rates. In order for a system to take
advantage of the wider tDVWp (per pin valid window) data-eye opening versus tDVWd
(overall valid window), the system must employ the ability to de-skew each individual DQ pin
against DQS with Read Training.

For greater than 800MTs, warmup cycle(s) are required for both data input and output.

Both tDQS2DQ and tDQ2DQ are parameters used only when Write DQ training is supported.
TDQS2DQ is the maximum allowable skew between DQS and DQ at the NAND package
ball, while TDQ2DQ is the maximum allowable skew between DQ signals on a single LUN at
the NAND package ball. The controller should be capable of compensating for the maximum
amount of TDQS2DQ and TDQ2DQ skew during write training. The optional Write Training
(RX side) mode though is not required to compensate for the maximum TDQS2DQ and
TDQ2DQ amount of skew. Even with tDQS2DQ and tDQ2DQ, tDIPW still needs to be met.
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Constant Timing Parameter Values

Min Max Unit
tADL 412 — ns
tCAH 5 — ns
tCAS 5 — ns
tCALH 5 — ns
tCALS 15 — ns
tCEH 20 — ns
tCH 5 — ns
tCS 20 — ns
tCS1 30 — ns
tCS2 40 — ns
tCSD 10 — ns
tCHZ — 30 ns
tCLHZ — 30 ns
tCLR 10 — ns
tCR 10 — ns
tCR2 100 — ns
tCR2 (Read ID)' 150 — ns
tDBS 5 — ns
tRHW 100 — ns
tWC 25 — ns
tWH 11 — ns
tWP 11 — ns
tWHR 80 — ns
tWHRT 400 — ns
tWTRN — 200 us
tWW 100 — ns
tFEAT — 1 us
tRST — 18/30/500 us
tRR 20 — ns
tWB — 100 ns
NOTE:

1. tCR2(min) is 150ns for Read ID sequence only. For all other command sequences tCR2(min) requirement is
100ns.

2. Some specs in this table are only applicable to the Conv. Protocol, while some are applicable to both Conv. and
SCA protocols. See General Timing Parameters section for spec applicability.

3. The specs in this table apply to both NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT)

Table 4-34 Command and Address Timing Parameter Values
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Timing Mode Specific Values (Modes 0-3)

Mode 0 Mode 1 Mode 2 Mode 3 Unit
30 25 15 12 ns
~ 33 40 ~ 66 ~ 83 MHz
Min Max Min Max Min Max Min Max
tJITper (DQS) -2.4 2.4 -2.0 2.0 -1.2 1.2 -1.0 1.0 ns
tJITper (RE_n) | -1.8 1.8 -1.5 1.5 -0.9 0.9 -0.75 | 0.75 ns
tJITcc (DQS) — 4.8 — 4.0 — 2.4 — 2.0 ns
tJITcc (RE_n) — 3.6 — 3.0 — 1.8 — 1.5 ns
Timing Mode Specific Values (Modes 4-7)
Mode 4 Mode 5 Mode 6 Mode 7 Unit
10 7.5 6 5 ns
100 ~133 ~166 200 MHz
Min Max Min Max Min Max Min Max
tJITper(DQS) -0.80 0.80 -0.60 0.60 -0.48 0.48 -0.40 0.40 ns
tJITper(RE_n) -0.60 0.60 -0.45 0.45 -0.36 0.36 -0.30 0.30 ns
tJITcc(DQS) — 1.6 — 1.2 — 0.96 — 0.8 ns
tJITcc(RE_n) — 1.2 — 0.9 — 0.72 — 0.6 ns
Timing Mode Specific Values (Modes 8-11)
Mode 8 Mode 9 Mode 10 Mode 11 Unit
3.75 3 2.5 1.875 ns
~267 ~333 400 ~533 MHz
Min Max Min Max Min Max Min Max
tJITper(DQS) -0.30 0.30 -0.24 0.24 -0.2 0.2 -0.094 | 0.094 ns
tJITper(RE _n) -0.225 | 0.225 -0.18 0.18 -0.15 0.15 -0.094 | 0.094 ns
tJITcc(DQS) — 0.6 — 0.48 — 0.4 — 0.188 ns
tJITcc(RE_n) — 0.45 — 0.36 — 0.3 — 0.188 ns
Timing Mode Specific Values (Mode 12-15)
Mode 12 Mode 13 Mode 14 Mode 15 Unit
1.667 1.5 1.364 1.25 ns
600 ~667 ~733 800 MHz
Min Max Min Max Min Max Min Max
tJITper(DQS) -0.083 | 0.083 -0.078 0.078 -0.075 0.075 -0.070 | 0.070 ns
tJITper(RE_n) -0.083 | 0.083 -0.078 0.078 -0.075 0.075 -0.070 | 0.070 ns
tJITcc(DQS) — 0.167 — 0.156 — 0.150 — 0.140 ns
tJITcc(RE_n) — 0.167 — 0.156 — 0.150 — 0.140 ns
Timing Mode Specific Values (Mode 16-19)
Mode 16 Mode 17 Mode 18 Mode 19 Unit
1.111 1 0.909 0.833 ns
900 1000 1100 1200 MHz
Min Max Min Max Min Max Min Max
tJITper(DQS) -0.062 | 0.062 -0.056 0.056 -0.051 0.051 -0.047 | 0.047 ns
tJITper(RE_n) -0.062 | 0.062 -0.056 0.056 -0.051 0.051 -0.047 | 0.047 ns
tJITcc(DQS) — 0.124 — 0.112 — 0.102 — 0.094 ns
tJITcc(RE_n) — 0.124 — 0.112 — 0.102 — 0.094 ns
Timing Mode Specific Values (Mode 20-23)
Mode 20 Mode 21 Mode 22 Mode 23 Unit
0.714 0.625 0.555 0.500 ns
1400 1600 1800 2000 MHz
Min Max Min Max Min Max Min Max
tJITper(DQS) -0.032 | 0.032 -0.028 0.028 -0.025 0.025 -0.023 | 0.023 ns
tJITper(RE_n) -0.032 | 0.032 -0.028 0.028 -0.025 0.025 -0.023 | 0.023 ns
tJITcc(DQS) — 0.064 — 0.056 — 0.050 — 0.046 ns
tJITcc(RE_n) — 0.064 — 0.056 — 0.050 — 0.046 ns
Timing Mode Specific Values (Mode 24-26)
| Mode24 | Mode 25 | Mode 26 | Unit
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0.476 0.455 0.417 ns
2100 2200 2400 Mhz
Min Max Min Max Min Max
tJITper(DQS) -0.021 0.021 -0.020 0.020 -0.019 0.019 ns
tJITper(RE_n) -0.021 0.021 -0.020 0.020 -0.019 0.019 ns
tJITcc(DQS) — 0.042 — 0.040 — 0.038 ns
tJITcc(RE_n) — 0.042 — 0.040 — 0.038 ns

NOTE:

1. The specs in this table are applicable to Conv. and SCA Protocols
2. The specs in this table are applicable to both NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT)
interfaces

Table 4-35 Jitter Timing Parameter Values
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Constant Timing Parameter Values

Min Max Unit
tCALQS2? 25 — ns
tCDQSS? 30 — ns
tCDQSH? 100 — ns
tCD? 100 — ns
tDIHL tDIPW — (tDIVW1 - tDIVW2) — ns
tDSC(abs) tDSC(avg) + tJITper(DQS) min tDSC(avg) + tJITper(DQS) max ns
tDQ2DQ — 0.150 ns
tDQS2DQ 0.100 1.100 ns
tDQS2DQ_temp — 0.85 ps/°C
tDQS2DQ_volt — 0.85 ps/mV
tWPRE2 25 — ns
tWPST? 6.5 — ns
tWPSTH? 25 — ns

Timing Mode Specific Values (Modes 0-3)
Mode 0 Mode 1 Mode 2 Mode 3 Unit
30 25 15 12 ns
~33 40 ~ 66 ~ 83 MHz
Min Max Min Max Min Max Min Max
tDIVW1 — 0.48 — 0.48 — 0.48 — 0.48 Ul
tDIVW2 — 0.30 — 0.30 — 0.30 — 0.30 Ul
tDIPW 0.31 — 0.31 — 0.31 — 0.31 — tDSC(avg)
tDQSH (abs) 0.45 — 0.45 — 0.45 — 0.45 — tDSC(avg)
tDQSL (abs) 0.45 — 0.45 — 0.45 — 0.45 — tDSC(avg)
tDQSH (avg) — — — — — — — — tDSC(avg)
tDQSL (avg) — — — — — — — — tDSC(avg)
tDSC(avg) or tDSC 30 — 25 — 15 — 12 — ns
Timing Mode Specific Values (Modes 4-7)
Mode 4 Mode 5 Mode 6 Mode 7 Unit
10 7.5 6 5 ns
100 ~133 ~166 200 MHz
Min Max Min Max Min Max Min Max
tDIVW1 — 0.48 — 0.48 — 0.48 — 0.48 Ul
tDIVW2 — 0.30 — 0.30 — 0.30 — 0.30 Ul
tDIPW 0.31 — 0.31 — 0.31 — 0.31 — tDSC(avg)
tDQSH (abs) 0.45 — 0.45 — 0.45 — 0.45 — tDSC(avg)
tDQSL (abs) 0.45 — 0.45 — 0.45 — 0.45 — tDSC(avg)
tDQSH (avg) — — — — — — — — tDSC(avg)
tDQSL (avg) — — — — — — — — tDSC(avg)
tDSC(avg) or tDSC 10 — 7.5 6 5 — ns
Timing Mode Specific Values (Modes 8- 11)
Mode 8 Mode 9 Mode 10 Mode 11 Unit
3.75 3 2.5 1.875 ns
~267 ~333 400 ~533 MHz
Min Max Min Max Min Max Min Max
tDIVW1 — 0.48 — 0.48 — 0.48 — 0.48 ul
tDIVW2 — 0.30 — 0.30 — 0.30 — 0.30 Ul
tDIPW 0.31 — 0.31 — 0.31 — 0.33 — tDSC(avg)
tDQSH (abs) 0.45 — 0.45 — 0.45 — 0.45 — tDSC(avg)
tDQSL (abs) 0.45 — 0.45 — 0.45 — 0.45 — tDSC(avg)
tDQSH (avg) — — — — — — — — tDSC(avg)
tDQSL (avg) — — — — — — — — tDSC(avg)
tDSC(avg) or tDSC 3.75 — 3 2.5 1.875 — ns
Timing Mode Specific Values (Mode 12- 15)
Mode 12 Mode 13 Mode 14 Mode 15 Unit
1.667 1.5 1.364 1.25 ns
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600 ~667 ~733 800 MHz
Min Max Min Max Min Max Min Max
tDIVWA — 0.48 — 0.48 — 0.48 — 0.48 Ul
tDIVW2 — 0.30 — 0.30 — 0.30 — 0.30 Ul
tDIPW 0.33 — 0.33 — 0.33 — 0.33 — tDSC(avg)
tDQSH (abs) 0.45 — 0.448 — 0.445 — 0.444 — tDSC(avg)
tDQSL (abs) 0.45 — 0.448 — 0.445 — 0.444 — tDSC(avg)
tDQSH (avg) — — — — — — — — tDSC(avg)
tDQSL (avg) — — — — — — — — tDSC(avg)
tDSC(avg) or tDSC 1.667 — 1.5 1.364 1.25 — ns
Timing Mode Specific Values (Mode 16- 19)
Mode 16 Mode 17 Mode 18 Mode 19 Unit
1.111 1 0.909 0.833 ns
900 1000 1100 1200 MHz
Min Max Min Max Min Max Min Max
tDIVWA1 — 0.48 — 0.48 — 0.48 — 0.48 Ul
tDIVW2 — 0.30 — 0.30 — 0.30 — 0.30 Ul
tDIPW 0.33 — 0.33 — 0.33 — 0.33 — tDSC(avg)
tDQSH (abs) 0.444 — 0.444 — 0.444 — 0.444 — tDSC(avg)
tDQSL (abs) 0.444 — 0.444 — 0.444 — 0.444 — tDSC(avg)
tDQSH (avg) — — — — — — — — tDSC(avg)
tDQSL (avg) — — — — — — — tDSC(avg)
tDSC(avg) or tDSC 1.111 — 1 0. 909 0.833 — ns
Timing Mode Specific Values (Mode 20-23)
Mode 20 Mode 21 Mode 22 Mode 23 Unit
0.714 0.625 0.555 0.500 ns
1400 1600 1800 2000 MHz
Min Max Min Max Min Max Min Max
tDIVWA1 — 0.48 — 0.48 — 0.41 — 0.41 Ul
tDIVW2 — 0.30 — 0.30 — 0.23 — 0.23 Ul
tDIPW 0.33 — 0.33 — 0.33 — 0.33 — tDSC(avg)
tDQSH (abs) 0.455 | 0.545 0.455 0.545 | 0.455 0.545 0.455 | 0.545 | tDSC(avg)
tDQSL (abs) 0.455 | 0.545 0.455 0545 0.455 0.545 | 0.455 0.545 | tDSC(avg)
tDQSH (avg) 0.475 | 0.525 0.475 0.525 | 0.475 0.525 0.475 | 0.525 | tDSC(avg)
tDQSL (avg) 0.475 | 0.525 0.475 0.525 | 0.475 0.525 0.475 | 0.525 | tDSC(avg)
tDSC(avg) or tDSC 0.714 — 0.625 0.555 0.500 — ns
Timing Mode Specific Values (Mode 24-26)
Mode 24 Mode 25 Mode 26 Unit
0.476 0.455 0.417 ns
2100 2200 2400 MHz
Min Max Min Max Min Max
tDIVWA1 — 0.41 — 0.41 — 0.41 Ul
tDIVW2 — 0.23 — 0.23 — 0.23 Ul
tDIPW 0.33 — 0.33 — 0.33 — tDSC(avg)
tDQSH (abs) 0.455 | 0.545 0.455 0.545 | 0.455 0.545 tDSC(avg)
tDQSL (abs) 0.455 0.545 0.455 0.545 | 0.455 0.545 tDSC(avg)
tDQSH (avg) 0.475 | 0.525 0.475 0.525 | 0.475 0.525 tDSC(avg)
tDQSL (avg) 0.475 | 0.525 0.475 0.525 | 0.475 0.525 tDSC(avg)
tDSC(avg) or tDSC 0.476 — 0.455 — 0.417 — ns
NOTE:

1. Unit Interval (Ul) is 0.5*tDSC(avg).
2. Specs apply to Conv. Protocol only

3. Unless otherwise noted, specs in this table apply to both Conv. and SCA Protocols
4. Unless otherwise noted, specs in this table apply to both NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT)

interfaces

Table 4-36 Data Input Timing Parameter Values
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The Controller DQ RX Mask specifications in the following table are applicable to controllers that
support the data rates listed. These specifications do not apply to the NAND component.

Timing Mode Specific Values (Mode 16-19)

1.
2.

3.

4.
5.

Mode 16 Mode 17 Mode 18 Mode 19 Unit
1.111 1 0.909 0.833 ns
900 1000 1100 1200 MHz
Min Max Min Max Min Max Min Max
tDIVW1 — 0.40 — 0.40 — 0.40 — 0.40 Ul
tDIVW2 — 0.25 — 0.25 — 0.25 — 0.25 Ul
tDIPW 0.25 — 0.25 — 0.25 — 0.25 — tDSC(avg)
Timing Mode Specific Values (Mode 20-23)
Mode 20 Mode 21 Mode 22 Mode 23 Unit
0.714 0.625 0.555 0.500 ns
1400 1600 1800 2000 MHz
Min Max Min Max Min Max Min Max
tDIVW1 — 0.40 — 0.40 — 0.40 — 0.35 Ul
tDIVW2 — 0.25 — 0.25 — 0.25 — 0.18 Ul
tDIPW 0.25 — 0.25 — 0.25 — 0.225 — tDSC(avg)
Timing Mode Specific Values (Mode 24-26)
Mode 24 Mode 25 Mode 26 Unit
0.476 0.455 0.417 ns
2100 2200 2400 Mhz
Min Max Min Max Min Max
tDIVW1 — 0.35 — 0.35 — 0.35 Ul
tDIVW2 — 0.18 — 0.18 — 0.18 Ul
tDIPW 0.225 — 0.225 — 0.225 — tDSC(avg)
NOTE:

Unit Interval (Ul) is 0.5*tDSC(avg).

At 1600Mbps and below, use of Rx mask specifications is optional, see vendor datasheet whether Rx mask
specifications are supported by the device at that data rate.

The controller DQ Rx mask specification is only for reference and smaller value might be required depending on
system. System designers should use IBIS model to close overall system timings.

Unless otherwise noted, specs in this table apply to both Conv. and SCA Protocols

Unless otherwise noted, specs in this table apply to both NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT)
interfaces

Table 4-37 Controller NV-LPDDR4 (LTT) / NV-LPDDR4 with VccQL (PI-LTT) Interface RX

Mask Timing Specifications
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Constant Timing Parameter Values

Min Max Unit
dQSQ/dT -0.5 0.5 ps/°C
dQsQ/dv -0.35 0.35 ps/mv
tCALR2! 25 — ns
tDQSD 5 18 ns
tDVWd (device) tDVWd = tQH — tDQSQ (TM0-TM12) ns
tQH 0.37 (TM0-TM12) — tRC(avg)
tQSH 0.37 — tRC(avg)
tQSL 0.37 — tRC(avg)
tRC(abs) tRC(avg) + tJITper(RE_n) min tRC(avg) + tJITper(RE_n) max ns
tRPRE2 (Conv. Protocol) 25 — ns

tRPRE2 (SCA Protocol)

See SCA section for spec value

ns

tRPST!

tDQSRE + 0.5*tRC

ns

tRPSTH'

15

ns

tDQSRH!

3

ns

131




Timing Mode Specific Values (Modes 0-3)

Mode 0 Mode 1 Mode 2 Mode 3 Unit
30 25 15 12 ns
~33 40 ~ 66 ~ 83 MHz
Min Max Min Max Min Max Min ax
tDQSQ — 25 — 2.0 — 1.4 — 1.0 ns
tDQDQ — — — — — — — — ns
tRC(avg) or tRC 30 — 25 — 15 — 12 — ns
tREH/tRP(abs) (no training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tREH/tRP(avg) (no training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tREH(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tRP(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tREH(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tRP(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tDVWp (per pin) NA — NA — NA — NA — ns
tAC 1.0 25 1.0 25 1.0 25 1.0 25 ns
tDQSRE 1.0 25 1.0 25 1.0 25 1.0 25 ns
Timing Mode Specific Values (Modes 4-7)
Mode 4 Mode 5 Mode 6 Mode 7 Unit
10 7.5 6 5 ns
100 ~133 ~166 200 MHz
Min Max Min Max Min Max Min Max
tDQSQ — 0.8 — 0.6 — 0.5 — 04 ns
tDQDQ — — — — — — — — ns
tRC(avg) or tRC 10 — 7.5 — 6 — 5 — ns
tREH/tRP(abs) (no training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tREH/tRP(avg) (no training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tREH(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tRP(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tREH(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tRP(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tDVWp (per pin) NA — NA — NA — NA — ns
tAC 1.0 25 1.0 25 1.0 25 1.0 25 ns
tDQSRE 1.0 25 1.0 25 1.0 25 1.0 25 ns
Timing Mode Specific Values (Modes 8-11)
Mode 8 Mode 9 Mode 10 Mode 11 Unit
3.75 3 25 1.875 ns
~267 ~333 400 ~533 MHz
Min Max Min Max Min Max Min Max
tDQSQ — 0.350 — 0.3 — 0.25 — 0.188 ns
tDQDQ — — — — — — — — ns
tRC(avg) or tRC 3.75 — 3 — 25 — 1.875 — ns
tREH/tRP(abs) (no training) 0.43 — 0.43 — 0.43 — 0.45 — tRC(avg)
tREH/tRP(avg) (no training) 0.45 0.55 0.45 0.55 0.45 0.55 0.47 0.53 | tRC(avg)
tREH(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tRP(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tREH(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tRP(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tDVWp (per pin) NA — NA — NA — 0.535 — ns
tAC 1.0 25 1.0 25 1.0 25 1.0 25 ns
tDQSRE 1.0 25 1.0 25 1.0 25 1.0 25 ns
Timing Mode Specific Values (Mode 12-15)
Mode 12 Mode 13 Mode 14 Mode 15 Unit
1.667 1.5 1.364 1.25 ns
600 ~667 ~733 800 MHz
Min Max Min Max Min Max Min Max
tDQSQ — 0.167 | -0.250 | 0.250 | -0.250 | 0.250 | -0.250 | 0.250 ns
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tDQDQ — — — 0.200 — 0.200 — 0.200 ns
tRC(avg) or tRC 1.667 — 1.5 — 1.364 — 1.25 — ns
tREH/tRP(abs) (no training) 0.45 — — — — — — — tRC(avg)
tREH/tRP(avg) (no training) 0.47 0.53 — — — — — — tRC(avg)
tREH(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tRP(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tREH(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tRP(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tDVWp (per pin) 0.475 — 0.428 — 0.389 — 0.356 — ns
tAC 1.0 25 1.0 25 1.0 25 1.0 25 ns
tDQSRE 1.0 25 1.0 25 1.0 25 1.0 25 ns
Timing Mode Specific Values (Mode 16-19)
Mode 16 Mode 17 Mode 18 Mode 19 Unit
1.111 1 0.909 0.833 ns
900 1000 1100 1200 MHz
Min Max Min Max Min Max Min Max
tDQSQ -0.250 | 0.250 | -0.250 | 0.250 | -0.250 | 0.250 | -0.250 | 0.250 ns
tDQDQ — 0.200 — 0.200 — 0.200 — 0.200 ns
tRC(avg) or tRC 1.111 — 1 — 0.909 — 0.833 — ns
tREH/tRP(abs) (no training) — — — — — — — — tRC(avg)
tREH/tRP(avg) (no training) — — — — — — — — tRC(avg)
tREH(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tRP(abs) (with training) 0.43 — 0.43 — 0.43 — 0.43 — tRC(avg)
tREH(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tRP(avg) (with training) 0.45 0.55 0.45 0.55 0.45 0.55 0.45 0.55 | tRC(avg)
tDVWp (per pin) 0.317 — 0.285 — 0.259 — 0.237 — ns
tAC 1.0 25 1.0 25 1.0 25 1.0 25 ns
tDQSRE 1.0 25 1.0 25 1.0 25 1.0 25 ns
Timing Mode Specific Values (Mode 20-23)
Mode 20 Mode 21 Mode 22 Mode 23 Unit
0.714 0.625 0.555 0.500 ns
1400 1600 1800 2000 MHz
Min Max Min Max Min Max Min Max
tDQSQ -0.250 | 0.250 | -0.250 | 0.250 | -0.250 | 0.250 | -0.250 | 0.250 ns
tDQDQ — 0.200 — 0.200 — 0.200 — 0.200 ns
tRC(avg) or tRC 0.714 — 0.625 — 0.555 — 0.500 — ns
tREH/tRP(abs) (no training) — — — — — — — — tRC(avg)
tREH/tRP(avg) (no training) — — — — — — — — tRC(avg)
tREH(abs) (with training) 0455 | 0.545 | 0455 | 0.545 | 0.455 | 0.545 | 0.455 | 0.545 | tRC(avg)
tRP(abs) (with training) 0455 | 0545 | 0455 | 0.545 | 0.455 | 0.545 | 0.455 | 0.545 | tRC(avg)
tREH(avg) (with training) 0475 | 0.525 | 0475 | 0.525 | 0.475 | 0.525 | 0.475 | 0.525 | tRC(avg)
tRP(avg) (with training) 0475 | 0.525 | 0475 | 0.525 | 0.475 | 0.525 | 0.475 | 0.525 | tRC(avg)
tDVWp (per pin) 0.203 — 0.178 — 0.158 — 0.142 — ns
tAC 1.0 25 1.0 25 1.0 25 1.0 25 ns
tDQSRE 1.0 25 1.0 25 1.0 25 1.0 25 ns
Timing Mode Specific Values (Mode 24-26)
Mode 24 Mode 25 Mode 26 Unit
0.476 0.455 0.417 ns
2100 2200 2400 MHz
Min Max Min Max Min Max
tDQSQ -0.250 | 0.250 | -0.250 | 0.250 | -0.250 | 0.250 ns
tDQDQ — 0.200 — 0.200 — 0.200 ns
tRC(avg) or tRC 0.476 — 0.455 — 0.417 — ns
tREH/tRP(abs) (no training) — — — — — — tRC(avg)
tREH/tRP(avg) (no training) — — — — — — tRC(avg)
tREH(abs) (with training) 0455 | 0.545 | 0455 | 0.545 | 0.455 | 0.545 tRC(avg)
tRP(abs) (with training) 0455 | 0.545 | 0455 | 0.545 | 0.455 | 0.545 tRC(avg)
tREH(avg) (with training) 0475 | 0525 | 0475 | 0.525 | 0.475 | 0.525 tRC(avg)
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tRP(avg) (with training) 0.475 | 0.525 | 0475 | 0.525 | 0475 | 0.525 ns
tDVWp (per pin) 0.135 — 0.129 — 0.118 — ns
tAC 1.0 25 1.0 25 1.0 25 ns
tDQSRE 1.0 25 1.0 25 1.0 25 ns
NOTE:

1. Specs apply to Conv. Protocol only

2. Unless otherwise noted, specs in this table apply to both Conv. and SCA Protocols

3. Unless otherwise noted, specs in this table apply to both NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-
LTT) interfaces

Table 4-38 Data Output Timing Parameter Values
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4.16. Timing Diagrams

This section shows the timing diagrams for each phase of an operation (command, address, data input, and data output cycles) applicable for both
NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT) interfaces.

While the diagrams in this section are pre-dominantly for the Conv. Protocol, some diagrams in this section are also applicable to the SCA
Protocol and are labelled accordingly. SCA timing diagrams are pre-dominantly found in the SCA section of this document.
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4.16.1.1. Conv. Protocol Command Cycle Timings
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Figure 4-22 Conv. Protocol Command Cycle Timings
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4.16.1.2. Conv. Protocol Address Cycle Timings
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Figure 4-23 Conv. Protocol Address Cycle Timings
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4.16.1.3. Conv. Protocol Data Input Cycle Timings

Data input cycle timing describes timing for data transfers from the host to the device (i.e. data writes).

For the Set Features and ODT Configure command, the same data byte is repeated twice. The data pattern in this case is Do Do D1 D1 D2 D2 etc.
The device shall only latch one copy of each data byte.

ODT is not required to be used for data input. If ODT is selected for use via Set Features, then ODT is enabled and disabled during the points
indicated in the following figures.

NOTE:
1. tDBS references the last falling edge of either CLE, ALE or CE_n.
2. To exit the data burst, either CE_n, ALE, or CLE is set to one by the host.
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Figure 4-24 Conv. Protocol Data Input Cycle Timing
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4.16.1.4. Conv. Protocol Data Output Cycle Timings

Data output cycle timing describes timing for data transfers from the device to the host (i.e. data reads).

For the Read ID, Get Features, Read Status, and Read Status Enhanced commands, the same data byte is repeated twice. The data pattern in
this case is Do Do D1 D1 D2 D2 etc. The host shall only latch one copy of each data byte.

ODT is not required to be used for data output. If ODT is selected for use via Set Features, then ODT is enabled and disabled during the points
indicated in in the following figures.

NOTE:
1. tDBS references the last falling edge of either CLE, ALE or CE_n.
2. To exit the data burst, either CE_n, ALE, or CLE is set to one by the host. tCHZ only applies when CE_n is used to end the data burst.
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4.16.1.5. Conv. and SCA Protocol Data Input Skew Specs

Write DQ Training of NAND shall be used to find optimum input timing at “NAND internal latch”, not at “NAND pin”. The controller shall find the
optimum input timing by timing scan between each DQ to DQS_c/DQS_t and shall compensate input timing of each DQ and DQS to be the
optimum per pin per chip.

DQ, DQS Data-in at NAND Latch

Internal Componsite Data-Eye
Center aligned to DQS

DQ, DQS Data-in at NAND Pin

(Timings at Pin referenced
from the best for internal latch)
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Figure 4-29 Conv. and SCA Protocol Data Input Skew Timings

The device uses an unmatched DQS-DQ path to enable high-speed performance. The DQS strobe must be trained to arrive at the DQ latch
center-aligned with the data eye. The DQ receiver is located at the DQ pad and has a shorter internal delay than the DQS signal. The DQ receiver
will latch the data present on the DQ bus when DQS reaches the latch and write DQ training is accomplished by delaying the DQ signals relative
to DQS such that the data eye arrives at the NAND internal latch centered on the DQS transition.
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The DQ-to-DQS tDQS2DQ and tDQ2DAQ timings are measured from the DQS_t/DQS_c cross-point to the center of the DQ Rx Mask. The timings
at the pins are referenced with respect to all DQ signal center-aligned at the NAND internal latch. The data-to-data offset is defined as the
difference between the min and max tDQS2DQ for a given component.

As temperature and voltage change on the NAND die, the DQS clock tree will shift and may require retraining. The DQS oscillator feature is used

to measure the amount of delay over a given time interval (determined by the controller), allowing the controller to compare the trained delay value
to the delay value seen at a later time.

4.16.1.6. Conv. and SCA Protocol Data Output Valid Window and Skew Timings
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Figure 4-30 Conv. and SCA Protocol Data Output Valid Window Timing Specs: tDQSQ, tQH, tDVWd, tDVWp
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Figure 4-31 Conv. and SCA Protocol Data Output Valid Window Timing Specs for >1200MT/s: tDQSQ, tDQDQ, tDVWp
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5. Separate Command Address (SCA) Protocol
5.1.Introduction

With increasing data transfer rates on the NAND interface, the command/address transfer time
has not improved accordingly. To address this problem, the Separate Command Address (SCA)
protocol has been defined. Compared to the legacy conventional (Conv.) protocol, the SCA
protocol separates command/address (CA) and data busses, allowing concurrent
command/address (CA) and data traffic, improving NAND interface efficiency.

5.2. SCA vs Conventional Protocol Comparison

Description Conv. Protocol SCA Protocol
NAND Pins e ALE, CE#, CLE, WE# e CA[0], CA_CE#, CA[1],
e Pins above are input-only CA_CLK
e SCA
e CA _CE#, CA_CLKand SCA
pins are input-only while
CA[1:0] are bi-directional
Pin signaling HSUL HSUL
CA bus input protocol SDR DDR
CA bus input pins used DQ[7:0] (CA bus same as DQ bus) CA[1:0]

CA bus input cycle time

10ns (twc min)

4ns (tcacimin)’

CA bus input header cycles None 1
CA bus output protocol SDR Sync DDR
CA bus output pins used DQ[7:0] (CA bus same as DQ bus) CA[1:0]

CA bus output cycle time

Variable (prior to data training DQ
bus traffic must be at slow data rate,
after data training, traffic may occur
at faster data rate)

10ns (tcaco min)

DQ bus pins for data DQ[7:0] DQ[7:0]
DQ bus control CE# Command packets
(SCE/SCP/SCT/NTO)

Protocol enable/disable

Conv. protocol enabled by default on
legacy NAND devices that only
support Conv. protocol

Value of SCA pad on NAND die
/ SCA balls on the raw NAND
package on power-up determine
whether Conv. or SCA protocol
enabled

Program Command
Sequence

80h-Addr-DIN-10h-tPROG

80h-Addr-12h-SCE-DIN-SCT-
LUNSel(opt)-10h-tPROG

Non-target ODT Scheme

ODT# (nWP) pin, Matrix ODT

Non-Target ODT (NTO) Packet

Notes

1. Signal integrity analysis required to determine if minimum tcaci may be used on the system

Table 5-1 SCA vs Conventional Protocol Summary Table
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5.3.SCA vs Conventional Protocol Signals

When the SCA protocol is enabled, several signals on the NAND interface change functionality
and/or signal name.

The figure below shows the signal differences between the Conv. and SCA protocols at the
NAND die (LUN) level:

Conv. Protocol SCA Protocol

DQ[7:0], DBl <——] DQ[7:0], DBl <+——]
DQS_t, DQS_c 4—— DQS t, DQS ¢ —p
RE_t, RE_ ¢ —»| RE t RE ¢ —®
CE# —» CA_CE#——

ALE ——— NS,ND CA[0] «—> NSND

CLE —» 1€ CA[1] —» e

WE# ———] CA_CLK ——»
SCA —

Figure 5-1 SCA vs Conventional Protocol Signals - NAND Die Level

The CE# signal in the Conv. protocol is renamed as CA_CE# in the SCA protocol to better reflect
its SCA function. The WE# signal in the Conv. protocol is renamed as CA_CLK in the SCA protocol
to better reflect its SCA function. The input-only ALE signal in the Conv. protocol becomes the bi-
directional CA[0] signal in the SCA protocol, while the input-only CLE signal in the Conv. protocol
becomes the bi-directional CA[1] signal in the SCA protocol.

The figure below shows the signal differences between the Conv. protocol versus the SCA protocol
at the NAND package level using a 2-CH ODP NAND package with 4 CE# (2 CE# per package
channel) as an example. As can be seen in this example, at the NAND package level, with the
SCA protocol enabled, there can be multiple CA_CE# signals for each package channel.

Note: NAND packages may vary in number of channels per package and number of CE#s per
package. Also, SCA_0 and SCA_1 signals may be unconnected to each other at the package level
as shown in the example below, or connected to each other at the package level (not shown in the
example below).
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Conv. Protocol SCA Protocol

NAND 2-CH ODP, 4 CE# Pkg NAND 2-CH ODP, 4 CE# Pkg
CE0_0# L CA_CED_0# P
DQ[7:0 0, DBI_D, o1 DQ[7:0]_0, DBI_0, o=
DQS 0t DAS_0_c NAND Dos_[o_t,L DQS_0_c NAND
RE_0_t RE_0_c «—| Die RE_0_4RE_0_¢ o1 Die
ALE 0.CLE D o« CA[0_0, CA[1]_0 1
WE_0# o1 c A*%Eﬁ( Dd —H
CE1_0# P CA_CE1_0# o=
——| nanD 1 nanD
N, Die o1 Die
1 —H
CEO_1# v CA CE0_1# 1
DQ[7:0_1. DBI_1, y o DQ[7:0]_1, DBI_1, =
DQS_[W_E_DQS_T_: NAND DQS_[1_t],_DOS_1__c NAND
RE_1t RE_1c | Die RE_1.RE_1 ¢ 11 Die
ALE_1.CLE 1 | CA[0] 1, CA[1] 1 P
WE_1# o1 I CA_%\E’P](A_W{ o= I
CE1_1# ] CA_CE1_1# o1
*—{] NanD *=—[] NanD
—— De |l o—]{ Die
i H— e T

Figure 5-2 SCA vs Conventional Protocol Signals - NAND Package Level

5.4.SCA Protocl CA Bus and DQ Bus Definition and Control

When the SCA protocol is enabled, the term “CA Bus” shall collectively refer to the CA[1:0] and
CA_CLK signals and the term “DQ Bus” shall collectively refer to the DQ[7:0], DBI, DQS_t, DQS _c,
RE_t and RE_c signals.

In contrast to the Conv. protocol where the DQ, DQS, RE and DBI signals and control signals (ALE,
CLE, WE#) are all enabled/disabled using the CE# signal, in the SCA protocol the CA_CE# signal
only enables/disables the CA bus for the LUNs connected to that CA_CE#, while the DQ bus for
those LUNs are enabled/disabled via packets on the CA bus. The difference in DQ bus control
between Conv. and SCA protocols is illustrated in the figure below:
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Conv. Protocol

DQ[7:0]

SCA Protocol

DQ[7:0] «——»

DBI DBl +—
DQS_t «—» DQS_t «—»
DQs_c «—»| [ DQBus DQS_c¢ +«—— - DQBus
RE.Lt — RE.t ——
DQ bus REc — REc —
enabled by NAND No more direct CE# NAND
CE# Package control of DQ bus Package
Channel Packets on CA x Channel
CE_0# —*

Control pins
enabled by
CE#

ALE
CLE
WE#

CE_1# —*

o
Control
Signals

bus operations

bus control DQ {CA CE_0# —— >
CA_CE#

pins control
CA bus

CA_CE_1#—*

CA[0]
capp — CA Bus
CA_CLK ——»

Figure 5-3 Conventional vs SCA Protocol Control of Control Pins/CA Bus and DQ Bus

5.5.SCA Protocol Enable/Disable

The SCA or Conv. protocol is enabled based on the connection of the SCA pad/SCA balls at
power-up. The following table shows the protocol that is enabled versus the SCA pad/ball

connection:
Protocol Enabled SCA Pad/SCA Ball
Connection
Conv. Protocol (optional) Vss or Float
SCA Protocol VceeQ

Table 5-2 CA Protocol Versus SCA Pad/Ball Connection

See Physical Interface section for the location of SCA balls on the different NAND packages (note
that there may be older NAND packages in the section which will not support SCA). When there
are multiple SCA balls on a package, all SCA balls must have the same connection (ie. all Vss, or
all Float, or all VccQ).
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5.6. SCA Protocol Power-up Considerations

When the SCA protocol is enabled, the WE# signal becomes the CA_CLK signal. The WE#
signal in the Conv. protocol is default HIGH while the CA_CLK signal in the SCA protocol is
default LOW. Thus, when powering-up with the SCA protocol enabled, special consideration is
needed to initialize the CA_CLK signal LOW prior to asserting CA_CE# LOW.

CA_CLK may be powered-up LOW (see Figure 5-4 SCA Protocol Power-up CA_CLK and
CA_CE# Considerations, Case1), however, if CA_CLK is powered-up HIGH (see Figure 5-4 SCA
Protocol Power-up CA_CLK and CA_CE# Considerations, Case 2), CA_CLK must be driven
LOW twiceL_ca prior to the first CA_CE# LOW toggle after power-up.

Valid

veca /

: ; tWLCEL_CA
CA_CE# Case? 3 \
: ' —
Case1 \ 3
on o / | \

tV2CE

X
= Valid
tV2CE is a vendor specific delay during which
CA_CE# must remain HIGH after both VccQ and
Vce have become valid, prior to when CA_CE#
Vce may be toggled LOW

SCA pad/balls

Figure 5-4 SCA Protocol Power-up CA_CLK and CA_CE# Considerations
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5.7.SCA Packets and Packet Structure

Communication between the host and the NAND on the CA bus is done via packets. There are 3
CA packet structures defined in the SCA protocol:
a) CA input packet structure
b) CA output packet structure with single-byte output format
c) CA output packet structure with multi-byte output format (optional for NAND vendors to
support)

5.7.1. CA Input Packet Structure

CA input packets are used to communicate command, address, and other information from the
host to the NAND.

The structure of CA input packets is shown in the figure below:

CA_CE# 7)\ / 7777

Packet
A

I He?der Bo?y

IEEIF‘W_C:\

CA[1] Q

CA[0] [/

tCACS -

tCELCLK

CA_CLK

—

r \[

P e

| IcAcH

i3]
[P
fragh

1CACI

e e e JIIIITT

iCLKLCE

tCAHPI ! tCALPI

Figure 5-5 SCA CA Input Packet Structure

Each CA input packet begin with 4 bits of header information. The header allows the NAND to
distinguish between different CA input packet types. See the SCA Header Definition section for the
different packet types.

After the 4-bit header, 8 bits of packet body follows. The information in the packet body depends
on the CA input packet type. A command packet for example contains command opcodes in the
body while an address packet contains address information.

5.7.2. CA Output Packet Structure with Single Byte Output Format
(Default)

CA output packets are used to communicate information from the NAND to the host. There are 2
CA output packet formats in the SCA protocol: single-byte output format and multi-byte output
format. NAND vendor support for single-byte output format is mandatory, while NAND vendor
support for multi-byte output format is optional.
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The CA output packet format in NAND devices is controlled by the optional SCA_OUT bit in FA
02h P4[0].

SCA_OUT (optional, SCA)
This field controls the SCA protocol CA output packet format
Oh (default) = single-byte CA output format
1h = multi-byte CA output format

The single-byte output format is the power-on default format for NAND devices.
The single-byte output format is shown in the figure below:

CA_CE# 7\ e\

Controller | , |
Controller Hi-Z NAND tCACOPST | 1CEGAZ | Nﬁgﬂ 5 Controller
driving driving = - | driving
L > ' !
CAILD] output | {Next hesder
| | pre-amble | i : i
Do ——
CAI[0] N g0
P | tcags—y | y—toAcH
i ! v
| | | ClkcAD | (CALFO ICLKCA | | tCELOLK |
[ wELC | ] AWPR_CA  |ICLKCA] ( B " mawea ! !
tCAHP tcaco ' tCAHPO

t:CAHIF'I
Figure 5-6 SCA CA Output Packet with Single-Byte Output Format Structure

The CA output packet begins with the host inputting the CA output header to the NAND, this puts
the NAND in CA output mode. After inputting the header, the host shall then Hi-Z the CA[1:0] signals
by tcikcaz. The NAND then starts driving CA[1:0] with “00b” pre-amble data after tcikcap. After
tW2R_CA, the host toggles CA_CLK which produces a bit of output on CA[1] and the corresponding
toggle on the CA[0Q] signal (which acts as a strobe signal during CA output mode). The host toggles
CA_CLK until a byte of information has been outputted. To make the NAND exit CA output mode,
the host toggles CA_CE# high, after which the NAND shall Hi-Z the CA[1:0] signals by tcecaz. The
controller may then drive CA[1:0] again after tcecaz has elapsed to issue the next header.

For command sequences that produce multiple bytes of output on the CA bus (ie.Get Feature, Get
Feature by LUN, Read ID), when the single-byte output format is enabled, a CA output header from
the controller is required for every byte of output from the NAND. This is shown in the following Get
Feature (EEh) sequence example, where multiple CA output headers are needed to output the 4
bytes of register information:
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Figure 5-7 Get Feature (EEh) with Single-Byte CA Output Packet Format

5.7.3. CA Output Packet Structure with Multi-Byte Output Format
(optional for NAND vendors to support)

When the multi-byte CA output packet format is enabled (SCA_OUT = 1), during command
sequences that produce multiple bytes of output from the NAND on the CA bus, the NAND outputs
multiple bytes of data on the CA bus with just a single header issuance from the controller. This is
shown in the Get Feature (EEh) sequence below:

155



CA_CE# _l — >2 :E|

1DAC €ACO CAHRO
el mamca T 1
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Figure 5-8 Get Feature (EEh) with Multi-Byte CA Output Packet Format

Thus, for command sequences with multiple bytes of CA bus output from the NAND (i.e. Get
Feature, Get Feature by LUN, Read ID), the multi-byte CA output packet format is more efficient
versus the single-byte CA output packet format. However, for command sequences that produce
only one byte of output from the NAND (ie. Read Status), single-byte and multi-byte CA output
format bus efficiencies are the same.

Similar to the single-byte CA output case, CA output mode is entered via CA Data Output header
and CA output mode is exited by bringing CA_CE# high.

5.7.4. Additional CA[1:0] Output Timing Specifications

The figure below shows additional CA[1:0] timing specifications during the CA output burst. These
timings specifications are applicable for both single-byte and multi-byte CA output packet formats:

o ([ K )

CA[O] ICASH tCASL

850 — ol

tCAQH

Figure 5-9 Additional CA[1:0] Output Timing Specifications
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5.8.SCA Header Definition

The table below shows the different SCA headers and corresponding packet types currently
defined in the SCA protocol:

Header rising edge | Header falling edge
CAM] | CA0] | CAM] | CA[0] CA Packet Type CA Packet
(h(1)) | (h[0]) | (h[3]) (h[2]) SULELIE
(CLE) (ALE) (CLE) (ALE)
0 0 0 0 CA Data Output Output
0 0 0 1 VSP VSP
0 0 1 0 CA Data Input Input
0 0 1 1 VSP VSP
0 1 0 0 Address Input
0 1 0 1 Reserved Reserved
0 1 1 0 Reserved Reserved
0 1 1 1 Reserved Reserved
1 0 0 0 Command Input
1 0 0 1 VSP VSP
1 0 1 0 VSP VSP
1 0 1 1 Non-Target ODT Input
(NTO)
1 1 0 0 LUN Selection Input
(LUNSel) (optional)
1 1 0 1 Select Chip Enable Input
(SCE)
1 1 1 0 Select Chip Pause Input
(SCP)
1 1 1 1 Select Chip Input
Terminate (SCT)

Table 5-3 SCA Header Definition Table

5.9.DQ Bus Control Packets

In the SCA protocol, DQ bus operations are controlled via Select Chip Enable (SCE), Select Chip
Pause (SCP), Select Chip Terminate (SCT) and Non-Target ODT (NTO) packets.

5.9.1. Select Chip Enable (SCE) Packet

The Select Chip Enable (SCE) packet is used to start or resume a data burst on the DQ bus. The
data burst is started or resumed on the addressed LUN on the CA_CE#.
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CA_CE# A l{‘ Legend:

DIPW_CA

Header Logic High

~ () (T)L(T) v
et —— (OO ——

Header Logic Low

LUN Address Bit “X”

{CACS - _ {CACH

CA[0] 1 H 1 f, —

1CAGH |
—

CA_CLK T | I |—==—

tCAHPI | ICALFI

Burst Direction Bit

Reserved

Vendor Specific

- Elsoe

Figure 5-10 Select Chip Enable (SCE) Packet

The DIR (Burst Direction Bit) is required to be supported by the controller while it is optional to be
supported by NAND devices. When the DQ bus burst enabled by the SCE packet is in the data
input direction for the NAND, the controller shall input ‘1’ on the DIR bit. When the burst enabled

by the SCE packet is in the data output direction for the NAND, the controller shall input ‘0’ on the
DIR bit.

For each Reserved bit, the host shall input ‘Ob’.

When DQ warmup cycles are enabled, DQ warmup cycles occur after any SCE packet issuance,
regardless of whether the SCE is the first one for the data burst, or a succeeding one that
resumes a paused data burst (data burst paused by a prior SCP packet).

5.9.2. Select Chip Pause (SCP) Packet

The Select Chip Pause (SCP) packet is used to pause an on-going data burst on the DQ bus.
The data burst is paused on the addressed LUN on the CA_CE#. Once the data burst on a LUN

has been paused, it may be resumed by the controller at a later time by issuing an SCE packet to
the LUN.

CA CE# 7)\
CA[1] 3

1CACS ------="}

CA_CLK s | [ |—=

CAHPI | ECALFI

.
~A

DIPW_CA Legend H

Header Logic High

Header Logic Low

LUN Address Bit “X”

Reserved

Vendor Specific

:
@GO

Figure 5-11 Select Chip Pause (SCP) Packet

For each Reserved bit, the host shall input ‘Ob’.

SCP packet is required when pausing data for both resume data burst on a LUN and start a data
burst on other LUN. Consecutive issuance of SCE packet without SCP packet is not allowed.
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Pausing data + Interleaving Case

. Read/Write DMA Read/Write DMA
DQ[7:0] 4' (LUNO) |—| (LUN1)
caL1:0)

CA_CLK

Pausing data Case
Read/Write DMA R¢ 'Wri MA
pQ7:0) ———— U, 1 e
CA[1:0] —| SCE (LUNO) /\
CA_CLK _/_\_/_\_/_\

Pausing data Case : SCP is necessary
[SCPSCEY,
—

[ Read/Write DMA
(LUNO)

|
Read/Write DMA

DQ[7:0] 4| NG :

|

|
At s
|

| |
ST AVAVARREEY AVAVA TR AVAVA

Pausing data + Interleaving Case Y. SCP is needed

SCPSCE
f 1

|
. Read/Write DMA Read/Write DMA
DQ[7:0] 4' (LUNO) : I (LUNL)
|

|

CA[1:0] scp (Luno) ——— sce ny) |
| |

CA_CLK

Note: 1) Supporting of Pausing data + Interleaving case is vendor specific and please follow each vendor’s
datasheet for more detail guidance.

Figure 5-12 Proper Sequence of SCE Packet issuance with SCP Packet

5.9.3. Select Chip Terminate (SCT) Packet

The Select Chip Terminate (SCT) packet is used to terminate an on-going data burst on the DQ
bus. The data burst is terminated on the addressed LUN on the CA_CE#. Once the data burst on
the LUN has been terminated, it cannot be resumed again by an SCE packet.
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50

CA_CLK

Figure 5-13 Select Chip Terminate (SCT) Packet
For each Reserved bit, the host shall input ‘Ob’.

To terminate a paused data burst (data burst paused with the SCP packet), the data burst must
be resumed first by an SCE packet prior to issuance of the SCT packet.

5.9.4. Data Input Burst Sequence

The SCE packet is used to start/resume a data input burst on the DQ bus, while SCP or SCT
packets are used to pause or end a data input burst, respectively. The figure below shows a data
input burst sequence on the DQ bus and some of the relevant timings related to the sequence:

CA_CE# |
1st 2nd 3rd 4th 5th 6th 1st 2nd 3rd 4th Sth 6th 1st 2nd
CA[1:0] (n)#)8) &)= )1 )8) =) ) ) (#)#)
- e
SCE Packet SCP/SCT Packet Next Packet
1CELCLK 1CLKLCE 1CELCLK
—

-~

CA_CLK L L1

15CDQSS 1SCD
-

Das | weRez _|_|_|_L|_|_|_L|_|f wm,ca§wsm,c,q|:|

tDQs20Q DASDG

DQ[7:0)/DBI | T@Q@ O@O@O@M@:

tSCRES

RE |

Figure 5-14 Data Input Burst Sequence
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CA_CE# | |

CA[1:0]

1

ist 2nd 3rd 4th 5th  6th

1st 2pd 3rd 4th 5th 6th 1st 2nd

ceLoLK SCE Packet {CLKLCE

20000000

SCP/SCT Packet

MCELCLK

" ‘Nex’[ Packet

CA_CLK FLririri
tSCDQAss }EE 3
pas | ==t
bafr:oyoe | 1000 - 000000000000
1SCRES ' ' ! :,
RE | | i
\ ODT ON (Selected die) !
|" ------------------------------------------ 'I

Figure 5-15 Data Input Burst Sequence with ODT (Self-Termination)

5.9.5. Data Output Burst Sequence

The SCE packet is used to start/resume a data output burst on the DQ bus, while SCP or SCT
packets are used to pause or end a data output burst, respectively. The figure below shows a
data output burst sequence on the DQ bus and some of the relevant timings related to the

sequence:

CA_CE# | '

CA[1:0]

1st 2nd 3rd 4th 5th  6th

i1st 2nd 3rd 4th 5th 6th 1st 2nd

00000¢

<
<

SCE Packet CLKLCE

1CELCLK

CA_CLK

2120800 )

SCP/SCT Packet
tCELCLK

tSCRES 1SCR

RE |

tRPRE2

" Next Packet

J S0 S O

—|_|—I_ tRPST_CA ; tRPSTH_CA

Das |

DQSRE \scz

UL JuLnn

DQ[7:0/DBI |

Hi-Z

Hi-Z

NAND driving DQ/DQS/DBI signals

Figure 5-16 Data Output Burst Sequence

161



CA _CE# |
ist 2nd 3rd 4th 5th  6th 1st 2nd 3rd 4th 5th 6th 1st 2nd
CAI1:0] 00000C 20O00C00A0
-~ » - >+
SCE Packet SCP/SCT Packet Next Packet
ICELCLK ICLKLCE 1CELCLK
i — i

cack | LIT1f1 I A

ISCRES ilSCR
>
e U U EE=
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pas | | M- UL w
’ !
I : HIi-Z
ParroIel | = - (0000000000C
i i
1 o H _
\ NAND driving DQ/DQS/DBI signals i
€ ODT ON (Selected die) ’i

Figure 5-17 Data Output Burst Sequence with ODT (Self-Termination)
5.9.6. Data Output Sequence Restrictions

After the latency time associated with a LUN-level or plane-level NAND array read command (ie.
tR), a Change Read Column Enhanced or Change Read Column (if supported by NAND vendor)
command is required to be issued prior to the SCE command that enables the output of array data
from the LUN.

The figure below shows the proper sequence where a Change Read Column Enhanced / Change
Read Column (if supported by NAND vendor) command is issued after the array read latency
time (ie. tR), prior to the SCE command:

Read operation

(including cache) / DQ Bus related command

Change Read Column Enhanced
CA[1:0] —( 00h )—l Address |—( 30h )T /Change Read Column*

R/B# [ — —
CA_CLK muun [
: =—

Output

DQ[7:0] 7
non-DQ Bus related command

* Change Read Column support for array
data output is optional for NAND vendors

Figure 5-18 Proper Data Output Sequence

Note that for CE#-level array read commands (e.g. Read Parameter Page), NAND vendors may
require the use of Change Read Column instead of Change Read Column Enhanced command
after the end of the read latency time, prior to the SCE command for data output.
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The figure below shows an example of an illegal data output sequence due to missing Change
Read Column Enhanced / Change Read Column (if supported by NAND vendor) command
between the end of read latency time (ie. tR) and the SCE command:

Read operation
(including cache)

Y e

4

CA[1:0] —( 00h )—l Address |—( 30h ) — ‘,._SCE ) | scT
R/B# e »
cack _MNMNN__ -~ N NNN N i

< Data >
DQ[7:0] Output

Figure 5-19 lllegal Data Output Sequence Due to Missing Change Read Column Enhanced /
Change Read Column

Issuing a 00h command instead of Change Read Column Enhanced or Change Read Column (if
supported by NAND vendor) command to enable output of array data is also not allowed. The figure
below shows an example of an illegal data output sequence which uses 00h for array read data

output:
00h for array read data output is not

allowed, use Change Read Column
Enhanced / Change Read Column* instead

Read operation R

(including cache) > /

Y a—
CA[1:0 Add )—m—{ SCE SCT
[ ]—(Qoh)—l ress |—(3{]h)—(70h)—< o Y L

R/B# ¥ v
[

CA_CLK

. Data
DQ[7:0] < Out;ut >

* Change Read Column support for array
data output is optional for NAND vendors

Figure 5-20 lllegal Data Output Sequence Due to Use of 00h Instead of Change Read
Column Enhanced / Change Read Column

5.9.7. Non-Target ODT (NTO) Packet

The Non-Target ODT (NTO) packet is used to control non-target ODT operations on the DQ bus.
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Legend:
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Figure 5-21 Non-Target ODT (NTO) Packet

To enable (assert) non-target ODT, the host shall input a ‘1’ on the EN bit. To disable (de-assert)
non-target ODT, the host shall input a ‘0’ on the EN bit.

When EN = 1 and the Non-Target ODT Direction (DIR) bit is cleared to ‘0’, non-target ODT for
data output burst is enabled. When EN = 1 and the Non-Target ODT Direction (DIR) bit is set to
‘1", non-target ODT for data input burst is enabled.

The M[1:0] and L[3:0] bits are optional for NAND vendors to support but are required for controller
vendors to support. When NAND devices in the system do not support M[1:0] and L[3:0] bit
functionality, the host shall drive M[1:0] and L[3:0] bits LOW.

When M[1:0] and L[3:0] bits are supported by the NAND, and when M[1:0] = 00b, the NTO packet
enables/disables non-target ODT on all LUNs on the CA_CE# that have been configured to
provide non-target ODT (the NTO packet LUN address bits are ignored).

When M[1:0] and L[3:0] bits are supported by the NAND, and when M[1:0] = 01b, the NTO packet
enables/disables non-target ODT on a specific LUN on the CA_CE#. The LUN address bits L[3:0]
select which LUN on the CA_CE# responds to the NTO packet. The L[3:0] decoding is such that
when L[3:0] = Oh, then LUNO responds to the NTO packet, when L[3:0] = 1h, then LUN1
responds, when L[3:0] = 2h, then LUN2 responds, and so on.

The following figure is an example showing the use of NTO packets in asserting and de-asserting
non-target ODT on a 4 package/4 CA_CE# channel system
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Figure 5-22 NTO Packet Usage All LUN in CA_CE# Example

As can be seen in the example above, in order to enable or disable non-target ODT on NAND
Packages 1, 2 and 3 with a single NTO packet issuance, the CA_CE# signals for those packages
are all asserted when the NTO packet is issued. In order to provide a constant non-target ODT
value during the entire data burst, the NTO packets encapsulate the SCE/SCT packets. Also, in
the example above, with M[1:0]=00b in the NTO packets, all LUNs on the CA_CE# that were
asserted during the NTO packet issuance, and which were pre-configured to provide non-target

ODT, respond to the NTO packet. Issuing an NTO packet with M[1:0]=00b (all LUN mode) to the
die with the data burst is prohibited.

The following figure shows an example of the use of the single LUN option (M[1:0]=01b) to
achieve LUN granularity in non-target ODT control. An NTO packet with M[1:0] = 00b is initially
issued to CA_CE1# to enable non-target ODT on the LUNs on CA_CE1#. Afterwards, another
NTO packet with M[1:0]=01b and L[3:0]=1h is issued to CA_CEO# to enable non-target ODT on
CA_CEO# LUN1. After burst completion, the non-target ODT is then disabled on CA_CEO# LUN1

and on the LUNs on CA_CE1#. Issuing an NTO packet with M[1:0]=01b (single LUN mode) to the
die with the data burst is prohibited
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Figure 5-23 NTO Packet Usage with LUN Granularity Example

5.10. LUN Selection (LUNSel) Packet (Optional)

The LUN Selection (LUNSel) packet as showin in the figure below is used to give LUN context to
subsequent commands, or to feedforward LUN/Plane information to improve subsequent

command latencies. NAND vendor support for the LUNSel packet is optional.

CA_CE#

CA[1 AT ININIOTE _
:

CA[0]

CA CLK

A

tCACS -

HCELCLK

10IPW_CA

| {CACH

tCACI
——»

L) (L .

tCLKLCE

Legend:

tCAHPI | tCALPI

Figure 5-24 LUNSel Packet

Header Logic High

Header Logic Low

LUN Address Bit “X”

Plane Address Bit “X”

Vendor Specific

After LUNSel packet issuance, the tLUNSEL_CA specification is required to be met prior to
issuance of the next packet as shown in the figure below:
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ca_ce# [\ AN A\
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oAl (HHHHEE 0,0,6,6,0,8

LUN Selection Next Packet
! tLUNSEL CA 1

CA_CLK [ 11 L

Figure 5-25 tLUNSEL_CA Requirement

The figure below shows optional use of the LUNSel packet in a program sequence to give LUN
address context to the subsequent program confirm (10h) command. The figure also shows
optional use of the LUNSel packet in front of the Program Page (80h) and Change Read Column

(06h-EOh) command sequences to feedforward the LUN/plane address and improve latencies
related to these command sequences.

| Program Sequence |

(Optional)

(Optional)
CA[1:0] _[ LUNSel ]_[ 80h ].‘ Addresses H 12h }f'g E: rs_c?][ LUNSel ] [ 10h ]
DQ[7:0] {  Datalnput )
tPROG
R/B# b—
| Change Read Column Sequence |
(Optional)

T ==
CA[1:0] —[ LUNSel H 06h H Addresses Hth }I'S E ] rSCT )
DQ[7:0] < Data Output >

RIB#

Figure 5-26 LUNSel Packet Usage

NAND vendors may support all or a subset of these optional LUNSel packet usages (see vendor
datasheet).

5.11. Command Pointer Reset Sequence

The command pointer reset sequence allows the host to abort an on-going CA bus packet
transaction on a CA_CE# by bringing CA_CE# high. When CA_CE# is brought HIGH in the middle
of a packet transaction, the packet transaction is aborted and the LUNs on the CA_CE# restart
their command pointers. The host must then restart packet transactions to the LUNs on the
CA_CE#, beginning with header cycle input of the next packet:
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Command

pointer reset by
Incompiete CA_CE# High Next packet
packet 1
1
ist 2nd 3rd 4th 5th  6th 1st 2nd 3rd 4th 1st  2nd 3rd 4th 5th  6th

CA[1:0]

\ Regarded as
c A_CE # m W header cycles N
CA_CLK LT 111 [ LI [ L1171

Figure 5-27 Command Pointer Reset Sequence

5.12. Miscellaneous Command Sequences

5.12.1. Set Feature Sequence

The figure below shows the SCA protocol Set Feature (EFh) sequence:

CA_CE# _] | |
tCELl;LK

tCLKLCE!
> tADL ‘
CA_CLK

-
CA[1] n Command
-

Address Ll Data In DataIn

Data In

Data In

Address Data In Data In

S

&8
Sis
S

T;S

Data In

+«—> +—>r +— +—r +—>r
EFh xxh B0 B1 B2 B3 Next Packet
(Feature Addr) tFEAT
(Optional)
R/B#

e

Figure 5-28 Set Feature (EFh) Sequence

5.12.2. Program Sequence

The following figure shows program sequences for both Conventional and SCA protocols:
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| Conv. Protocol |

e 1ADL
DQ[7:0] _[ 80h ]'I Addresses ' |— Data Input )‘[ ‘lﬂh\l1
RIB# A tPROG
[
SCA Protocol
(Optional) (Optional)
mm——— -
CA[1:0] 80h ]-I Addresses |[ 12h ]1 SCE_ | :SCT
e fCDL

Da[7:0] ‘ ( Data Input )

R/IB# tPROG

tCDL
80h 12h :  SCE ‘ tSCD SCP or SCT Next packet
CA<1:0> l,: (YY) Yy
tSCDQSS =—> {WPRE2 tWPST_Cﬁ EtV\L’STH_CA

pas | Don't Care e R
DQ<7:0> 7 .o i

Bl | Don't Care 0000+« 00000000 Deon't Care_|

RE | Don't Care Je—

tSCRES Data Input Burst

Figure 5-29 Conventional and SCA Protocol Program Sequences

The SCA protocol program sequence requires the use of a 12h command packet after address
input. It also requires the use of SCE/SCP/SCT packets for the data input burst and the optional
LUNSel packet may be required (see NAND vendor datasheet) prior to the 80h command packet
and/or prior to the program execution command packet (ie. 10h).

5.12.3. Read Status Enhanced Sequence

The figure below shows the SCA protocol Read Status Enhanced (78h) sequence:
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CA_CE# —l >2 ==

CACI | whCO ICACOPST CECAZ ICELCLK, 1A
| e -~ | !
CELCLK | ) i WERCA 1 | ]
WHRICALD [T u— I—I_l
CA_CLK l 4 ] !
Controller E'ﬂ-“ ICLKEA ICLKCA |
CAMDl——L_ 0 -— o

MAND

HiZ | | HiZ
CA[1] D 11 ﬂ al1]al3]a]5] a[7] ™ RREEREE II Eum B[] bz b3 BH bl BE] 87| w 1]
Nr\\ND
CA[0] —. 00 a 101 2] ) sl ™ \tl 2] 344) \ﬁ»—.—\ _|_|_,_|_'_‘_,_I—,——.H"Z ,-|m

?an ;,rsl Row *estRow ™ c: Qutpat Mext Packat
Address Address

Controller Driving NAND Outputting —
CA1:0] Status Data on CA[1:0] c“"“‘:‘:’gﬁ_g]”'“"ﬂ

Figure 5-30 Read Status Enhanced (78h) Sequence

5.12.4. Change Read Column / Change Read Column Enhanced
Sequence

The figure below shows the start of a Change Read Column / Change Read Column Enhanced
sequence on a CA_CE# with 2 LUNs:

CA_CE# ]

LUND LUND LUNO — LUN{
captap—{ oswoon f Adaresses [ 'on | _ISBEN. seT s ———
DQ[7:0] - " Data Output Data Input

ist 2nd 3rd 4th 5th  6th ist 2nd 3rd d4th Sth 6th
cAl1:0] ﬂGB 8 00000C
+——p ‘-

EOh Command SCE Command

CA_CLK J_I_I_I_

tWHR2 /ICCS
{SCRES 15CR
RE | RPREZ -
A5 IDOSRE |
—

sarray | 0000
DBl NAND starts driving DQ
DQS, DBl after tDQSD —®

pas | |

Figure 5-31 Start of Change Read Column / Change Read Column Enhanced Sequence

The figure below shows the end of the Change Read Column / Change Read Column Enhanced
sequence on LUNO, back-to-back with an SCE packet that starts a data input burst on LUN1:
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CA_CE# | | | |

LUNO LUNO LUNO LUN1

DQ[7:0] —{-— Data Output Data Input

“Fat ond ad 4 S G st 2nd  3d dth Sth 6th

calto] 00906@ GOGGGG

SCT Command LUNO

SCE Command LUN1

U I o S o I O

RE tRPST_CA | tRPSTH_CA [ 1SCRES
1DasRE wcz
DBl =
iz v | wFREZ .
pas - _|_|_|—|_|_|_|_|_|_|—|_‘4/_'|\ I:'H_l_l

Host may start driving DQS, after tSCZ
Figure 5-32 End of Change Read Column / Change Read Column Enhanced Sequence
5.12.5. Multi-Plane Program Sequence

The figure below shows the SCA Protocol Multi-Plane Program Sequence format:

d _ ™ @
car1:0] —("d proaram) faddresses ScE Sen(n -@W
R/B# [eetengi=
DQ[7:0] { Data Input } i
@ -
CA[ 1:0‘] - M‘&u’:ﬂﬂ.{gnl Addresses i
R/B# e
DQ[7:0] 4 { )

{ Data Input )

Figure 5-33 SCA Multi-Plane Program Sequence

Notes:
1) The figure above shows the command sequence for the last page in a multi-plane
program sequence
2) Number of address cycles may vary across NAND vendors
3) Different program/confirm command op-codes may be supported by NAND vendors (see
vendor datasheet)
4) The tDBSY busy time may also be optional (see vendor datasheet)

The figure below shows an example of an allowed sequence where a command sequence to a
different LUN (LUN Y) is interleaved while a data input burst is paused on a LUN (LUN X):
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=

CAL1:0] _(Nl.llli Program [Addresses LUN Y ARy ’
) Command LUN X operation il tDBSY
Hfa# l!ﬂp!iuna!a-l-l

Dol7:0 /  Data /  Dam
Q[ '] Y Input Y Input

ulti Program’_|Addresses Ao
Command LUN X 1.E-elp.-

10h
tPROG
—
/ Data
Y Input

CA[1:0]

R/B# |
DQ[7:0] 1

Figure 5-34 Example of Allowed SCA Multi-Plane Program Sequence With LUN Interleaving
During Data Input Burst Pause

Notes:
1) Pausing the data burst is not needed when interleaving commands to another LUN. The

example above just shows it is possible to interleave commands to another LUN after
issuing an SCP to a LUN.

The figure below shows an example of sequences that are not allowed while there is a paused
data input burst on a LUN:

LUNSel + 11h to LUN X not
allowed prior to SCT on LUN X

@
y ulti Program ddres N
CA[1:0] @Command )‘r LUN X Ku")ﬁ ’-‘\ tDBSY
ptiona —
R/B#
DQ[7:0] { DatalInput )
@ E
Subsequent program command sequence to LUN X is not allowed
without first terminating data input burst on LUN X with SCT
CA[1:0]
R/B#
DQ[7:0]

Figure 5-35 Example of Sequences Not Allowed when a LUN has Paused Data Input Burst

5.12.6. Multi-Plane Program Sequence with Change Row Address

The figure below shows the format for an SCA Protocol Multi-Plane Program Sequence with
Change Row Address:
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— I

J Data ) J Data Y
W Impait N Impsit f

Figure 5-36 SCA Multi-Plane Program Sequence with Change Row Address

The figure above shows the command sequence for the last page in a multi-plane
program sequence

Number of address cycles may vary across NAND vendors

Different program/confirm command op-codes may be supported by NAND vendors (see
vendor datasheet)

The tDBSY busy time may also be optional (see vendor datasheet)

NAND vendors may optionally require a LUNSel-11h prior to the Change Row Address
(85h-Addresses-12h) sequence (see vendor datasheet)

5.12.7. Multi-Plane Cache Program Sequence

The figure below shows the SCA Multi-Plane Cache Program Sequence format:
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“u

e .
. ulti Program ZLuns
CA[1:0] Command dressesi{12h L Sel ,"(: :::)_masv !
R/B# == I EﬂErianaigl--

- ®

CA[1:0] T—C‘%‘E..E’SL”.{S'" dmmsl'[uhHﬂ}_@W

R/B# |

DQ[7:0] @

cA[1:0] é%;:;zf:deseﬁlzthav‘ i
Option :

oat7.0 =

CA[1:0] ?—C‘%‘:‘..f&‘iﬂ[ﬁ'" ddrme’l{u"Hw"}_.W

R/B# |

DQ[7:0] | G

Figure 5-37 SCA Multi-Plane Cache Program Sequence

Notes:
1) The figure above shows the command sequence for the last 2 pages in a multi-plane
cache program sequence
2) Number of address cycles may vary across NAND vendors
3) Different program/cache confirm command op-codes may be supported by NAND
vendors (see vendor datasheet)
4) The tDBSY busy time may also be optional (see vendor datasheet)

5.13. Command Interleaving

5.13.1. DQ and Non-DQ Related Commands

Commands to the NAND may be classified into 2:
a) DAQ related commands
b) Non-DQ related commands

DQ related commands are not allowed to be issued to a die that is still executing a prior DQ related
command, has a paused data burst (by SCP command), or already has a queued up DQ related
command awaiting data burst execution.
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Non-DQ related commands may be issued to a die that is still executing a prior DQ related
command, or already has a queued up DQ related command awaiting data burst execution (subject
to NAND vendor specific restrictions).

The table below lists examples of DQ bus related and non-DQ bus related commands:

DQ Bus Related Commands

Non-DQ Bus Related Commands

Reads from NAND Cache Register / Page

Read Status Commands

Register
Writes to NAND Cache Register / Page Set Feature / Set Feature by LUN ()
Register
NAND Column Address Change Get Feature / Get Feature by LUN
Commands
Program Commands Read ID
Erase Commands Resets
DCC training via 18h command / Array Read (with NAND vendor specific
Read DQ Training (62h) / restrictions)

Write DQ Training (63h/64h)

NOTE:

1. Set Feature / Set Feature by LUN sequences which change DQ bus input/output
options (e.g. warmup cycles, ODT or other DQ bus settings) are prohibited to be
issued to LUNs that have on-going DQ bus input/output operations or actively

providing ODT on the channel.

Table 5-4 Examples of DQ Bus and Non-DQ Bus related commands

5.14. Command Interleaving

Examples

The figure below illustrates improper interleaving of DQ related commands on a CA_CE# with 2

LUNSs:

CABus

DQ Bus

DQ related commands to LUNO
(same LUN) may not be issued while
LUNO DQ related command is still in
queue for data burst execution

oz
(=

LUND SCE
command begins
data burst execution
on LUNO

while LUNO is still

LUNO Planed
DQ-Related
Command

DQ related commands to LUNO
(same LUN) may not be issued

LUNO SCT command DQ related commands to LUN1
terminates DQ related

ion on LUN1 is still executing DQ related

DQ related command

LUNO command

(same LUN) may not be issued while

Figure 5-38 Improper DQ Related Command LUN Interleaving Example

The figure below illustrates proper interleaving of DQ related commands on a CA_CE# with 2

LUNSs:
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DQ related commands
LUNO SCE to LUN1 may be

command - . .
Issuing a DQ related begins data issued while LUNO is LUN_O SCT command
g : terminates DQ related
command to a LUN burst execution executing DQ related
c

queues the command on LUNO ommand °°mm5"is’|§eocu'i°" on
up for later data burst & / 1

LUNO Plane0
DQ-Related
Command

LUNO Plane1
DQ-Related
Command

CABus

LUN1 Plane0
DQ-Related
Command

DQ Bus / LUNO > ( LUN1 > I
\ Data Burst Data Burst

LUN1 Plane1
DQ-Related
Command

I (
DQ Bus Da;‘-’ggrst >—< Dall-au EN;rst >

Figure 5-39 Proper DQ Related Command LUN Interleaving Example — Single CA_CE#

DQ-Related
Command

The figure below shows another example of proper LUN interleaving this time on a channel with
multiple CA_CE#’s and multiple LUNs per CA_CE#:

Legend:
LUND_] 1) Selected Chip Enabi
| Selected Chip Enable
CA_CEO# LUNT 1

[N}
0 Selected Chip Terminate

& & &

CA B ]
Controller us CA_CEO# | \_l |_|

DQ Bus _—
oo ] CA_CEt# L

CA CE1# | DQ related commands may be issued to

= \i LUN1 / other LUNs on the channel during on-going
dala burston CA_CEO0# LUND
" CA CEM CA_CE0# CA_CE1# CA _CEt#
- LUNT  LUNO  LUN1 P P
e CA[1:0] || |||| B ['1} il
L] 1T 1nr T
N e st M I sce
msggw ca “;;%0/ \ ch ch# . ASCETEU#/ N A cete CTD{;‘%|/‘ \fﬁifw ct;%;

[

DQ[7:0] Data Burst Data Burst Data Burst Data Burst
CA_CEO# LUNO CA_CEO# LUN1 CA_CE1#LUNO CA_CE1#LUN1

Figure 5-40 Proper DQ Related Command LUN Interleaving Example - Multiple CA_CE#

The figure below shows an example of proper interleaving of non-DQ related commands with DQ
related commands on a CA_CE# with at least 3 LUNs:
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CA Bus Page Read Page Read Status Read Random DOUT Status Read Set Feature by Status Read Random DOUT —
Command Commany o Command Command Command LUN Command Command Command o
LUNO LUN1 LUND LUNO LUN1 Lunz LUNt LUN1

|
I
DQ Bus b)) D)
(¢ [(¢ Al >4—|
|
LUNO R/B# | )) o >> I i
|
l
R
LUN1 R/B# 22 I‘m | |
Tt |
(optonal) '
LUN2 R/BH# 22 q e i |

CABus I
|
I
DQ Bus ; ‘)) o -
|
LUNO R/B# ; XK
|
LUN1 R/B# : 88
|

tFEAT tFEAT
=

LUN2 R/B# _|_(optional) I |

Figure 5-41 Proper DQ and Non-DQ Related Command LUN Interleaving Example

5.14.1. Status Reads / LUN Interleaving During Get Feature / Get
Feature by LUN

Status Reads during Get Feature / Get Feature by LUN tFEAT are subject to NAND vendor
specific restrictions (see NAND vendor device datasheet).

Status Reads or LUN interleaving during Get Feature / Get Feature by LUN sequences that do
not have any busy time, are not allowed.

For Get Feature / Get Feature by LUN sequences that have a busy time, the following sequence
to retrieve Get Feature / Get Feature by LUN data after Status Reads to same LUN may be
supported.
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CA_CE#

CA[1:0]

R/B#

CA_CLK

DQ[7:0]

CA_CE#

CA[1:0]

R/B#

CA_CLK

DQ[7:0]

1
[z, 3

—( EEh )l FA I—( 70h SR Out
le S

tFEAT

tWHR tW2rR_CA

tWHR -

1
D Legend:
4< Get Feat BO Out ) = CA Output Header

tW2R_CA

e

Figure 5-42 Get Feature Data Retrieval after Read Status to Same LUN

For Get Feature / Get Feature by LUN sequences that have a busy time, the following sequence
to retrieve Get Feature / Get Feature by LUN data after LUN Interleaving may be supported.

CA_CE#

[1]

CA[1:0] m LUN Interleaving —

R/B#

cacxk _ JUUUUL - LUN Interleaving — N Memeay

. tFEAT

ol
=

DQ[7:0] LUN Interleaving
i
CA_CE# Legend:
( ) (o) /
CA[1:0] \_00h ; ) {_Get Feat BO Out ) = CA Output Header
R/B#
tLUNSE|l_CA tWHR tW2R_CA
CA_CLK «JEREDL Mle— LML L1
DQ[7:0] :

Figure 5-43 Get Feature Data Retrieval after LUN Interleaving
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5.15. CA Training Feature Address Register (FA 25h)
(Optional)

The FA 25h register can optionally be implemented by NAND vendors to provide a mechanism for
the controller to train the CA bus. The host may write a data pattern to FA 25h (via Set Feature or
Set Feature by LUN sequence) and read the written data pattern back out (via Get Feature or Get
Feature by LUN sequence). The register bits in FA 25h do not affect any NAND functionality and
the sole purpose is for CA bus training.

Sub-feature o7 110 6 /105 /10 4 /103 /0 2 1101 /100
Parameter

BO B0 data pattern

B1 B1 data pattern

B2 B2 data pattern

B3 B3 data pattern

Table 5-5 Feature Table for SCA Protocol CA Bus Training Register [25h]
5.16. SCA DQ Mirror Mode Bit (optional)

NAND devices may optionally support the SCA_DQMIRR bit at FA 02h P4[1]. In the SCA protocol,
since the CA bus is separate from the DQ bus, it allows DQ mirror mode to be configured via Set
Feature sequence on the CA bus.

When SCA_DQMIRR = ‘0’, then the DQ mirror function is disabled on the NAND. If SCA_DQMIRR
='1’, then the DQ mirror function is enabled on the NAND.

When the DQ mirror function is enabled, DQ[0] is logically interpreted by the NAND as DQ[7], DQ[1]
as DQ[6], DQ[2] as DQ[5], DQ[3] as DQ[4], DQ[4] as DQ[3], DQ[5] as DQJ[2], DQ[6] as DQ[1] and
DQI7] as DQIO].
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5.17. SCA Electrical Specifications — DC/AC
Characteristics and Operating Conditions

5.17.1. SCA Protocol AC and DC Operating Conditions

The table below defines the AC/DC Operating conditions for the SCA Protocol Pins:

Category Spec Min Max Unit
ViH.CA(AC) 0.8*VceQ -
CA Input ViH.CA(DC) 0.7*VceQ -
Specs ViL.CA(AC) - 0.2*VceQ Vv
ViL.CA(DC) - 0.3*VceQ
CA Output VOH.CA(DC) 0.7*VccQ -
Specs VOL.CA(DC) - 0.3*VceQ
NOTE:

1. CA Input Specs apply to CA[1:0], CA_CLK, CA_CE# signals and also to SCA
signal when the SCA signal is driven and not floated.

2. CA Output Specs apply to CA[1:0] signals. The NAND CA[1:0] nominal output
drive strength is 50Q and does not support ZQ calibration.

3. CA[1:0], CA_CLK, CA_CE# will operate unterminated

4. All AC Timing measurements are with respect to 0.5*VccQ signal crossing

Table 5-6 SCA Protocol AC and DC Operating Conditions

The table below defines the SCA CA pins output accuracy requirements:

Ron = 50 Ohms
Symbol VOUT to Maximum Nominal Minimum Unit
VssQ
0.2x 90.0 50.0 24.0 Ohms
VeeQ
R_SCA_CApulidown 0.5x 90.0 50.0 26.0 Ohms
VeeQ
0.8 x 122.0 50.0 26.0 Ohms
VeeQ
0.2x 122.0 50.0 26.0 Ohms
R_SCA_CApullup VeeQ
0.5x 90.0 50.0 26.0 Ohms
VeeQ
0.8 x 90.0 50.0 24.0 Ohms
VeeQ
R_SCA_CApupd_mismatch 0.5x 25.0 - -25.0 Ohms
VeeQ
NOTE:
1. The R_SCA_ CApulldown, R_SCA_CApullup and R_SCA_CApupd_mismatch specifications
apply to CA[1:0] signals

Table 5-7 SCA Protocol CA Pins Output Accuracy

The table below defines the SCA CA pins output leakage requirements:
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Symbol Description Min Max Unit
ILOpd_SCA_CA | Output leakage current when SCA - 20 uA
CA[1:0] are Hi-Z and VOUT =
VeeQ
ILOpu_SCA CA | Output leakage current when SCA - 20 uA
CA[1:0] are Hi-Z and VOUT =
VssQ
NOTE:
1. The ILOpd SCA CA and ILOpu_SCA CA specifications apply to CA[1:0] signals
Table 5-8 SCA Protocol CA Pins Output Leakage
5.17.2. SCA Protocol AC Timings
The table below defines the AC Protocol Timings for the SCA Protocol Pins:
Symbol Description Min Max Unit Notes
tCELCLK CA_CE# setup to CA_CLK 20 - ns
edge
tCLKLCE CA_CLK# hold to CA_CE# 20 - ns
edge
tCACI CA CLK input cycle time 4 - ns
tCAHPI CA CLK input cycle high time 0.45 - tCACI
tCALPI CA CLK input cycle low time 0.45 - tCACI
tCACS CA setup time to CA_CLK 0.6 - ns
@1V/ns slew rate
tCACH CA hold time from CA_CLK 0.6 - ns
@1V/ns slew rate
tCDL The tCDL spec is the 400 - ns 1
command-to-data loading
time after the 12h command.
Program/Change Row
Address 12h command last
CA_CLK edge to start of DIN
burst (end of write pre-
amble).
tCEH2 Minimum CA_CE# high pulse 30 - ns
width
tDIPW_CA CA minimum input pulse 0.33 - tCACI
width
tCACO CA_CLK output cycle time 10 - ns
tCAHPO CA_CLK output high time 0.45 - tCACO
tCALPO CA CLK output low time 0.45 - tCACO
tCLKCA CA CLK to CA output - 30 ns
tCACOPST CA_CLK post-amble time tCLKCA+0.5"tCACO - ns
tCECAZ CA_CE# high to CA Hi-Z time 0 30 ns
tCASQ CA to CA strobe skew - 0.15"tCACO | ns
tCAQH CA hold time Min(tCAHPO, tCALPO) - ns
—0.15*"tCACO
tCASH CA strobe high time tCAHPO - 0.15*tCACO - ns
tCASL CA strobe low time tCALPO - 0.15*CACO - ns

181




tSCPSCE1

SCP to SCE restriction

VSP

ns

tSCRES

RE_n valid before SCE
command final CA_CLK low

10

ns

tSCR

CA_CLK final edge to RE_n
low

50

ns

tRPRE2

RE_n pre-amble time

30

ns

{RPST_CA

RE_n post-amble setup w.r.t.
final CA_CLK edge

tDQSRE+0.5*tRC

ns

tRPSTH_CA

RE_n post-amble hold w.r.t.
final CA_CLK edge

50

ns

tCLKCAD

CA output header last
CA_CLK edge to CA output
drive

ns

tCLKCAZ

CA output header last
CA_CLK edge to host Hi-Z
(Note: Bus conflict impact is
minimized when tCLKCAZ is
shorter than tCLKCAD)

ns

tW2R_CA

CA output header last
CA_CLK edge to first
CA_CLK for CA output (does
not include tWHR)

20

ns

tSCDQSS

DQS high before SCE
command ginal CA CLK low

10

ns

tSCD

SCE command final CA_CLK
low to DQS low

50

ns

tWLCEL_CA

CA_CLK low setup to first
CE# low after SCA protocol
has been enabled

100

ns

tWPRE2

DQS pre-amble time during
write operation

25

ns

{WPST_CA

DQS post-amble setup time
w.r.t. final CA_CLK edge

6.5

ns

tWPSTH_CA

DQS post-amble hold time
w.r.t. final CA_CLK edge

50

ns

tR2W_CA

Last CA output CA_CLK
falling edge to the CA_CLK
rising edge which starts the
next header

tCACOPST + tCEH2 +
tCELCLK

ns

tDQSRE

Data output RE_n to DQS
latency

25

ns

tNODT_ON

NTO packet last CA_CLK
falling edge to when non-
target ODT is enabled

60

ns

tNODT_OFF

NTO packet last CA_CLK
falling edge to when non-
target ODT is disabled

60

ns

tSCZ

SCT/SCP packet last
CA_CLK falling edge to when
DQ/DQS/DBI signals are Hi-Z

50

ns

tLUNSEL_CA

LUNSel packet last CA_CLK
falling edge to next packet
first CA_CLKrising edge

20

ns
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Notes: 1) tCDL = tADL — 3*tCACI

Table 5-9 SCA Protocol AC Timings
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5.17.3.

SCA CA Slew Rate Derating

When the slew rate of CA_CLK or CA[1:0] signals are < 1V/ns, the tCACS and tCACH specs

shall each be derated according to values in the table below:

CA_CLK Input Slew Rate (V/ns)

1. Derating Values are in picoseconds

1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3
1.0 0 28 63
CA[]or | 09 | 28 56 91 136
CA[0] | 08 | 63 91 126 | 171 231
Input | 0.7 136 | 171 216 | 276 | 360
Slew | 0.6 231 276 | 336 | 420 | 546
Rate | 0.5 360 | 420 | 504 | 630 | 840
(Vins) [ 0.4 546 | 630 | 756 | 966
03 840 | 966 | 1176
NOTE:

Table 5-10 SCA Protocol CA Slew Rate Derating
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5.18. SCA Reset Restrictions
5.18.1. SCA Reset (EFh) Restrictions

If a data output burst is on-going from a LUN on a CA_CE# (RE is being toggled for data
output), the host is required to hold the RE signals static (RE_t = 0, RE_c = 1) prior to
issuing the Reset (FFh) command to the CA_CE#. Issuance of SCT or SCP are not
required prior the Reset (FFh) command to the CA_CE#.

If a data input burst is on-going to a LUN on a CA_CE# (DQS is being toggled for data
input), the host is required to hold the DQS signals static (DQS_t = 0, DQS_c = 1) prior to
issuing the Reset (FF) command to the CA_CE#. Issuance of SCT or SCP are not required
prior the Reset (FFh) command to the CA_CE#

To ensure that the NAND devices on the CA_CE# accept the Reset (FFh) command, a
Command Pointer Reset sequence is required to be issued by the host prior to the issuance
of the Reset (FFh) command.

5.18.2. SCA Reset by LUN (FAh) Restrictions

If a data output burst is on-going from a LUN on a CA_CE# (RE is being toggled for data
output), the host is required to hold the RE signals static (RE_t = 0, RE_c = 1) prior to
issuing the Reset by LUN (FAh) sequence to that LUN. Issuance of SCT or SCP are not
required prior to the issuance of a Reset by LUN (FAh) sequence to that LUN.

If a data input burst is on-going to a LUN on a CA_CE# (DQS is being toggled for data
input), the host is required to hold the DQS signals static (DQS_t =0, DQS_c = 1) prior to
issuing the Reset by LUN (FAh) sequence to that LUN. Issuance of SCT or SCP are not
required prior to the issuance of a Reset by LUN (FAh) sequence to that LUN.

If a data input burst is on-going to a LUN or a data output burst is on-going from a LUN on
a CA_CE#, a Reset by LUN (FAh) sequence may be issued to a different LUN on the
CA_CE# without holding the data input burst or data output burst static, provided that
either:
a. The LUN to which the Reset by LUN (FAh) is issued is not providing non-target
ODT for the LUN which has an on-going data burst, or
b. The LUN to which the Reset by LUN (FAh) is issued is providing non-target ODT,
and the non-target ODT is unaffected by the Reset by LUN (FAh) sequence.

To ensure that the Reset by LUN (FAh) command is accepted by the LUN address by the

Reset by LUN (FAh) command, a Command Pointer Reset sequence is required to be
issued by the host prior to the issuance of the Reset by LUN (FAh) command.

5.18.3. Reset Timing Diagrams

The following figure shows the required reset sequence and timings when a data output burst is

interrupted by a Reset (FFh) command:

The timings in the figure below are applicable to the Reset by LUN (FAh) sequence as well,
except that for Reset by LUN (FAh), the tRPST and tRPSTH specs are referenced to the last
CA_CLK falling edge of the last address cycle in the Reset by LUN (FAh) sequence.
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Figure 5-44 Data Output Burst Interrupted by Reset (FFh) Sequence

The figure below shows the required reset sequence and timings when a data input burst is

interrupted by a Reset (FFh) command
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Figure 5-45 Data Input Burst Interrupted by Reset (FFh) Sequence

The timings in the figure above are applicable to the Reset by LUN (FAh) sequence as well, except
that for Reset by LUN (FAh), the tWPST and tWPSTH specs are referenced to the last CA_CLK
falling edge of the last address cycle in the Reset by LUN (FAh) sequence.
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6. Command Definition
6.1. Command Sets

The following tables outline the ONFI command sets for the Conv. and SCA protocols. In the tables, the
value specified in the first command cycle identifies the command to be performed. Some commands have
a second command cycle. Typically, commands that have a second command cycle include address
information in between.
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Acceptable | Acceptable
45t ond while while Target
Command O/M Cycle | Cycle Accessed Other level
LUN is LUNs are | commands
Busy Busy
Read M 00h 30h Y
Multi-plane ©) 00h 32h Y
Copyback Read ©) 00h 35h Y
Change Read Column ©) 05h EOh Y
Change Read Column M 06h EOh Y
Enhanced
Read Cache Random ©) 00h 31h Y
ODT Disable O 1Bh Y Y Y
ODT Enable O 1Ch Y Y Y
Read Cache Sequential ©) 31h Y
Read Cache End ©) 3Fh Y
Block Erase M 60h DOh Y
Multi-plane ©) 60h D1h Y
Read Status M 70h Y Y
Read Status Enhanced ©) 78h Y Y
Page Program M 80h 10h Y
Multi-plane ©) 80h 11h Y
Page Cache Program ©) 80h 15h Y
Copyback Program ©) 85h 10h Y
Multi-plane ©) 85h 11h Y
Small Data Move? O 85h 11h Y
Change Write Cqumn1 O 85h Y
Change Row Address’ M 85h Y
Read ID M 90h Y
Volume Select® O Eth Y Y
oDT Configure3 O E2h
Read Parameter Page M ECh Y
Read Unique ID 0] EDh Y
Get Features 0] EEh Y
Set Features 0] EFh Y
Command Based DCC @) 18h
Training
Read DQ Training M 62h
Write TX DQ Training M 63h
Pattern
Write TX DQ Training M 64h
Readback
Write RX DQ Training O 76h
LUN Get Features 0] D4h Y
LUN Set Features 0] D5h Y
ZQ Calibration Short 0] D9h Y
ZQ Calibration Long 0] F9h Y
Reset LUN 0] FAh Y Y
Synchronous Reset 0] FCh Y Y Y
Reset M FFh Y Y Y
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NOTE:

1. Change Write Column specifies the column address only. Change Row Address specifies
the row address and the column address. Refer to the specific command definitions.
NAND vendors may support only Change Row Address, or both Change Row Address
and Change Write Column command sequences.

2. Small Data Move’s first opcode may be 80h if the operation is a program only with no
data output. For the last cycle of a Small Data Move, it is a 10h command to confirm the
Program or Copyback operation.

3. Volume Select shall be supported if the device supports either CE_n pin reduction or
matrix termination. ODT Configure shall be supported if the device supports matrix
termination.

Table 6-1 Conventional Protocol Command Set
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Acceptable | Acceptable
Command Set 1st 2nd 3rd while while Target
Sequence O/M | Command | Command | Command Access_ed Other level
Packet Packet Packet LUN is LUNs are | commands
Busy Busy
Read M 00h 30h Y
Multi-plane ©) 00h 32h Y
Copyback @) 00h 35h Y
Read
Change Read @) 05h EOh Y
Column
Change Read M 06h EOh Y
Column
Enhanced
Read Cache @) 00h 31h Y
Random
ODT Disable 6] 1Bh Y Y Y
ODT Enable 6] 1Ch Y Y Y
Read Cache O 31h Y
Sequential
Read Cache O 3Fh Y
End
Block Erase M 60h DOh Y
Multi-plane 6] 60h D1h Y
Read Status M 70h Y Y
Read Status O 78h Y Y
Enhanced
Page Program M 80h 12h 10h Y
Multi-plane 6] 80h 12h 11h Y
Page Cache @) 80h 12h 15h Y
Program
Copyback O 85h 12h 10h Y
Program
Multi-plane 6] 85h 12h 11h Y
Small Data 0] 85h 12h 11h Y
Move2
Change Write @) 85h 12h Y
Column1
Change Row M 85h 12h Y
Address1
Read ID M 90h Y
Read M ECh Y
Parameter
Page
Read Unique @) EDh Y
ID
Get Features 0] EEh Y
Set Features 0] EFh Y
Command O 18h
Based DCC
Training
Read DQ M 62h
Training
Write TX DQ M 63h
Training
Pattern
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Write TX DQ M 64h

Training

Readback

Write RX DQ @) 76h

Training

LUN Get 6] D4h Y

Features

LUN Set 6] D5h Y

Features

ZQ Calibration 0] D9h Y

Short

ZQ Calibration 0] Foh Y

Long

Reset LUN 6] FAh Y Y
Synchronous @) FCh Y Y Y
Reset

Reset M FFh Y Y Y

NOTE:

1. Change Write Column specifies the column address only. Change Row Address
specifies the row address and the column address. Refer to the specific
command definitions. NAND vendors may support only Change Row Address, or
both Change Row Address and Change Write Column command sequences.

2. Small Data Move’s first opcode may be 80h if the operation is a program only
with no data output. For the last command packet of a Small Data Move, it is a
10h command to confirm the Program or Copyback operation.

3. The command set above shall apply to command packets in the SCA protocol.
Note that the SCA protocol has other packet types aside from command packets,
see SCA section for description of other packet types.

4. Issuance of LUNSel, SCE, SCP and SCT packets for other LUNs are not allowed
in between the command packets for command set sequences with 2 command
packets (e.g., 06h-EOh, 00h-30h, 80h-12h, etc.).

5. For command set sequences with 12h command packet, issuance of LUNSel,
SCE, SCP and SCT packets for other LUNs are allowed after the 12h command
packet.

6. For command set sequences with only 1 command packet and which require
address packets after the command packet, issuance of LUNSel, SCE, SCP and
SCT packets for other LUNs are not allowed in between the command packet
and the last address packet for the command set sequence.

Table 6-2 SCA Protocol Command Set

Reserved opcodes shall not be used by the device, as the ONFI specification may define the use of these
opcodes in a future revision. Vendor specific opcodes may be used at the discretion of the vendor and shall
never be defined for standard use by ONFI.
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Type

Opcode

Standard Command Set

00h, 05h — 06h, 10h — 12h, 15h, 18h, 30h — 32h, 35h, 3Fh, 60h,
62h — 64h, 70h, 76h, 78h, 80h — 81h, 85h, 90h, 1Bh — 1Ch, DOh
— D1h, D4h — D5h, D9h, EOh —E2h, ECh — EFh, F1h — F2h, F9h,
FAh, FCh, FFh

Vendor Specific

01h — 04h, 07h — 0Ah, 0Ch — OFh, 13h, 16h — 17h, 19h — 1Ah,
1Dh — 2Fh, 33h — 34h, 36h — 3Eh, 40h — 5Fh, 61h, 65h — 6Fh,
71h —75h, 77h, 79h — 7Fh, 84h, 87h — 8Dh, 8Fh, 91h — CFh,
D2h — D3h, D6h — D8h, DAh — DFh, E3h — EBh, FOh, F3h — F8h,
FBh, FD — Feh

Reserved

0Bh, 14h, 82h — 83h, 86h, 8Eh

Table 6-3 Opcode Reservations
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6.2. Command Descriptions Format

The command descriptions in the Command Definition section are shown in Conv. Protocol
format. See SCA Protocol section for equivalent diagrams.

6.3. Reset Definition

The Reset function puts the target in its default power-up state. The R/B_n value is unknown
when Reset is issued; R/B_n is guaranteed to be low tWB after the Reset is issued.

Note that some feature settings are retained across Reset commands (as specified in section 8).
As part of the Reset command, all LUNs are also reset. The command may be executed with the

target in any state, except during power-on when Reset shall not be issued until R/B_n is set to
one. The figure below defines the Reset behavior and timings:

CLE / \

ALE

WE n \

RE n

|Ox FFh

L

DQS

tWB

A

R/B_n VL,Y
I I

Figure 6-1 Conv. Protocol Reset Timing Diagram
6.4. Synchronous Reset Definition

The Synchronous Reset command resets the target and all LUNs. The command may be
executed with the target in any state.The figure below defines the Synchronous Reset behavior
and timings. The R/B_n value is unknown when Synchronous Reset is issued; R/B_n is
guaranteed to be low tWB after the Synchronous Reset is issued.
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This command is optional.

Y W W W A W
CLE [ |\

ALE

W/R_n

DQ[7:0] —_ Fcn )

DQS N

R/B_n .‘ } ST 7"7

Figure 6-2 Synchronous Reset Timing Diagram
6.5.Reset LUN Definition

The Reset LUN command is used to reset a particular LUN. This command is accepted by only
the LUN addressed as part of the command. The command may be executed with the LUN in any
state. The figure below defines the Reset LUN behavior and timings. The SR[6] value is unknown
when Reset LUN is issued; SR[6] is guaranteed to be low tWB after the Reset LUN command is
issued. This command does not affect the data interface configuration for the target.

Reset LUN should be used to cancel ongoing command operations, if desired. When there are
issues with the target, e.g. a hang condition, the Reset (FFh) or Synchronous Reset (FCh)
commands should be used.

Cycle Type —{ cMD K ADDR ) ADDR ) ADDR }

DQ[7:0] —{ Fan { r1 Y Rr2 R3 )
_tWB
_ - tRST

SR[6] \ ]

Figure 6-3 Conv. Protocol Reset LUN Timing Diagram
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6.6. Read ID Definition

The Read ID function identifies device ID and whether the target supports the ONFI specification.
On devices that support the ONFI specification, addresses 00h and 20h are valid.

Read ID with address 20h is used to identify if a target supports the ONFI specification. If a target
supports the ONFI specification, the ONFI signature is returned. The ONFI signature is the ASCII
encoding of ‘ONFI’ where ‘O’ = 4Fh, ‘N’ = 4Eh, ‘F’ = 46h, and ‘I’ = 49h. Read ID address 20h,
Bytes 5 and 6 are Reserved and the data on those bytes are don’t care.

| |
Cycle type <C0mmand><Address>—< Dout >< Dout >< Dout }( Dour >< Dour >'< Dour }

YWHR

DQ[7:0] { 90h >< 20h >—< 4Fh >< 4Eh >< 46h >< 49h }( RSV >< RSV }
l |

Figure 6-4 Conv. Protocol Read ID Timing Diagram for ONFI Signature

Read ID with address 00h can be used to determine the JEDEC manufacturer ID and the device
ID for the particular NAND. The figure below shows the Read ID behavior and timings for
retrieving the JEDEC manufacturer ID and device ID at address 00h. Reading beyond the first
two bytes yields values as specified by the manufacturer.

Cycle Type —{ cmp H ADOR — DO|UT H pout }—

tWHR

.

DQ[7:0] —{ 9on H oo; — ;ID H pbip —
| |

R/B n

Figure 6-5 Conv. Protocol Read ID Timing Diagram for Manufacturer and Device ID

MID Manufacturer ID for manufacturer of the part, assigned by JEDEC.
DID Device ID for the part, assigned by the manufacturer.

Note that on the Conv. Protocol, Read ID data byte is received twice. The host shall only latch
one copy of each data byte.

A more detailed timing diagram for the Conv. Protocol Read ID sequence is shown in the diagram
below:
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Figure 6-6 More Detailed Conv. Protocol Read ID Command Timing Diagram

NOTE 1: The data bytes in are repeated twice (on the rising and falling edge of DQS).

6.7.Read Parameter Page Definition

The Read Parameter Page function retrieves the data structure that contains information about
the target. There may also be additional information provided in an extended parameter page.
Values in the parameter page are static and shall not change. The host is not required to re-read
the parameter page after power management related events.

The first time the host executes the Read Parameter Page command after power-on, timing mode
0 shall be used. If the host determines that the target supports more advanced timing modes,
those supported timing modes may be used for subsequent execution of the Read Parameter
Page command.

The Change Read Column command may be issued following execution of the Read Parameter
Page to read specific portions of the parameter page.

Read Status may be used to check the status of Read Parameter Page execution.

After completion of the Read Status command, 00h may be issued by the host on the command
line to output data for the Read Parameter Page command (NOTE: Some NAND vendors may
require the use of Change Read Column sequence instead of 00h command to output data from
the NAND, see vendor datasheet).

Read Status Enhanced and Change Read Column Enhanced shall not be used during execution
of the Read Parameter Page command.
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Figure 6-7 Conv. Protocol Read Parameter Page Command Timing

POx-Pnk The kth copy of the parameter page data structure. Reading bytes
beyond the end of the final parameter page copy (or beyond the final
extended parameter page copy if supported) returns indeterminate
values.

6.7.1. Parameter Page Data Structure Definition

The table below defines the parameter page data structure. For parameters that span multiple
bytes, the least significant byte of the parameter corresponds to the first byte.

Values are reported in the parameter page in units of bytes when referring to items related to the
size of data access (as in an 8-bit data access device). For example, the target will return how
many data bytes are in a page.

Unused fields should be cleared to Oh.

Byte O/M | Description
Revision information and features block
0-3 M Parameter page signature
Byte 0: 4Fh, “O”
Byte 1: 4Eh, “N”
Byte 2: 46h, “F”
Byte 3: 49h, “I”
4-5 M Revision number
15 1 = supports ONFI version 6.0
14 1 = supports ONFI version 5.2
13 1 = supports ONFI version 5.1
12 1 = supports ONFI version 5.0
11 1 = supports ONFI version 4.2
10 1 = supports ONFI version 4.1
9 1 = supports ONFI version 4.0
8 1 = supports ONFI version 3.2
7 1 = supports ONFI version 3.1
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Byte Oo/M Description
6 1 =supports ONFI version 3.0
5 1 =supports ONFI version 2.3
4 1 = supports ONFI version 2.2
3 1 =supports ONFI version 2.1
2 1 = supports ONFI version 2.0
1 1 =supports ONFI version 1.0
0 Reserved (0)
6-7 M Features supported
15 1 = supports Package Electrical Specification
14 1 = supports ZQ calibration
13 1 = supports NV-DDR3
12 1 = supports external Vpp
11 1 = supports Volume addressing
10 1 = supports NV-DDR2
9 1 =supports NV-LPDDR4
8 1 = supports program page register clear enhancement
7 1 = supports extended parameter page
6 1 = supports multi-plane read operations
5 1 =supports NV-DDR
4 1 = supports odd to even page Copyback
3 1 = supports multi-plane program and erase operations
2 1 =supports non-sequential page programming
1 1 = supports multiple LUN operations
0 1 = supports 16-bit data bus width
8-9 M Optional commands supported

14-15 Reserved (0)

13 1 = supports ZQ calibration (Long and Short)
12 1 = supports LUN Get and LUN Set Features
11 1 = supports ODT Configure

10 1 = supports Volume Select

1 = supports Reset LUN

1 = supports Small Data Move

= supports Change Row Address

supports Change Read Column Enhanced
supports Read Unique ID

supports Copyback

supports Read Status Enhanced
supports Get Features and Set Features
supports Read Cache commands
supports Page Cache Program command

O-_2NWhrhOIO N OO

1
1
1
1
1
1
1
1
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Byte Oo/M Description
10 0] ONFI-JEDEC JTG primary advanced command support
4-7 Reserved (0)
3 1 =supports Multi-plane Block Erase
2 1 = supports Multi-plane Copyback Program
1 1 = supports Multi-plane Page Program
0 1 = supports Random Data Out
11 M Training commands supported
7 1 = supports Per-Pin Vrefq Training (Absolute Value
method)
6 1 = supports Per-Pin Vrefq Training (Offset method)
5 1 = supports Internal vrefq Training
4 1 = supports Write RX DQ training
3 1 =supports Write TX DQ training
2 1 =supports Read DQ training
1 1 = supports Implicit (command based) DCC training
0 1 = supports Explicit DCC Training
12-13 0 Extended parameter page length
14 0 Number of parameter pages
15 M Training commands supported
4-7 Reserved (0)
3 1 =supports Decision Feedback Equalizer
2 1 = supports DQS Oscillator
1 1 = supports Read Duty Cycle Adjustment (RDCA)
0 1 = supports Write Duty Cycle Adjustment (WDCA)
16-31 Reserved (0)
Manufacturer information block
32-43 M Device manufacturer (12 ASCII characters)
44-63 M Device model (20 ASCII characters)
64 M JEDEC manufacturer ID
65-66 0] Date code
67-79 Reserved (0)
Memory organization block
80-83 M Number of data bytes per page
84-85 M Number of spare bytes per page
86-89 Reserved (0)
90-91 Reserved (0)
92-95 M Number of pages per block
96-99 M Number of blocks per logical unit (LUN)
100 0 Number of logical units (LUNs)
101 M Number of address cycles
4-7 Column address cycles
0-3 Row address cycles
102 M Number of bits per cell
103-104 0] Bad blocks maximum per LUN
105-106 0] Block endurance
107 0 Guaranteed valid blocks at beginning of target
108-109 0 Block endurance for guaranteed valid blocks
110 0 Number of programs per page
111 Reserved (0)
112 0 Number of bits ECC correctability
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Byte Oo/M Description

113 M Number of plane address bits
4-7 Reserved (0)
0-3 Number of plane address bits

114 0] Multi-plane operation attributes

6-7 Reserved (0)

1 = lower bit XNOR block address restriction
1 = read cache supported

Address restrictions for cache operations

1 = program cache supported

1 = no block address restrictions
Overlapped / concurrent multi-plane support

O-=_2NWhrO

115 Reserved (0)

116-117 Reserved (0)

118-121 0] NV-LPDDR4 timing mode support
24-31 Reserved (0)

23 1 = supports timing mode 26
22 1 = supports timing mode 25
21 1 = supports timing mode 24
20 1 = supports timing mode 23
19 1 = supports timing mode 22
18 1 = supports timing mode 21
17 1 = supports timing mode 20
16 1 = supports timing mode 19
15 supports timing mode 18
14 supports timing mode 17
13 supports timing mode 16
12 supports timing mode 15
11 supports timing mode 14
10 supports timing mode 13
supports timing mode 12
supports timing mode 11
supports timing mode 10
supports timing mode 9
supports timing mode 8
supports timing mode 7
supports timing mode 6
supports timing mode 5
= supports timing mode 4
1 = supports timing modes 0-3

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1=

O-_NWhrIONO®O

122-127 Reserved (0)

Electrical parameters block

128 Reserved (0

129-130 Reserved (0

131-132 Reserved (0

133-134 Reserved (0

139-140 Reserved (0

141 Reserved

142 Reserved

)
(0)
(0)
(0)
135-136 Reserved (0)
137-138 Reserved (0)
(0)
(0)
(0)
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Byte Oo/M Description

143 Reserved (0)
144-145 Reserved (0)
146-147 Reserved (0)
148-149 Reserved (0)
150 Reserved (0)
151 M Driver strength support. If the device supports NV-DDR, NV-

DDR2, NV-DDR3 or NV-LPDDR4 data interface, then one and
only one of bit 0, bit 3, and bit 4 shall be set. If bit 0, bit 3, and bit
4 are all cleared to zero, then the driver strength at power-on is
undefined.
5-7 Reserved (0)
4 1 =supports 35 Ohm, 37.5 Ohm and 50 Ohm drive
strength. Default is 35 Ohm
3 1 = supports 37.5 Ohm and 50 Ohm drive strength.
Default is 37.5 Ohm.
2 1 =supports 18 Ohm drive strength.
1 1 = supports 25 Ohm drive strength.
0 1 =supports 35 Ohm and 50 Ohm drive strength. Default

is 35 Ohm.
152-153 Reserved (0)
154-155 Reserved (0)
156-157 Reserved (0)
158 Reserved (0)
159 Reserved (0)
160-161 Reserved (0)
162 Reserved (0)
163 Reserved (0)

Vendor block

164-165 0] Vendor specific Revision number
166-253 Vendor specific
254-255 M Integrity CRC

Redundant Parameter Pages

256-511 M Value of bytes 0-255
512-767 M Value of bytes 0-255
768+ 0] Additional redundant parameter pages

Table 6-4 Parameter page definitions

6.7.1.1. Byte 0-3: Parameter page signature

This field contains the parameter page signature. When two or more bytes of the signature are
valid, then it denotes that a valid copy of the parameter page is present.

Byte 0 shall be set to 4Fh.
Byte 1 shall be set to 4Eh.

Byte 2 shall be set to 46h.
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Byte 3 shall be set to 49h.

6.7.1.2. Byte 4-5: Revision number
This field indicates the revisions of the ONFI specification that the target complies to. The target

may support multiple revisions of the ONFI specification. This is a bit field where each defined bit
corresponds to a particular specification revision that the target may support.

Bit 0 shall be cleared to zero.

Bit 1 when set to one indicates that the target supports the ONFI revision 1.0 specification.
Bit 2 when set to one indicates that the target supports the ONFI revision 2.0 specification.
Bit 3 when set to one indicates that the target supports the ONFI revision 2.1 specification.
Bit 4 when set to one indicates that the target supports the ONFI revision 2.2 specification.
Bit 5 when set to one indicates that the target supports the ONFI revision 2.3 specification.
Bit 6 when set to one indicates that the target supports the ONFI revision 3.0 specification.
Bit 7 when set to one indicates that the target supports the ONFI revision 3.1 specification.
Bit 8 when set to one indicates that the target supports the ONFI revision 3.2 specification.
Bit 9 when set to one indicates that the target supports the ONFI revision 4.0 specification.
Bit 10 when set to one indicates that the target supports the ONFI revision 4.1 specification.
Bit 11 when set to one indicates that the target supports the ONFI revision 4.2 specification.

Bit 12 when set to one indicates that the target supports the ONFI revision 5.0 specification.

Bit 13 when set to one indicates that the target supports the ONFI revision 5.1 specification.
Bits 14-15 are reserved and shall be cleared to zero.

6.7.1.3. Byte 6-7: Features supported
This field indicates the optional features that the target supports.

Bit 0 when set to one indicates that the target’s data bus width is 16-bits. Bit 0 when cleared to
zero indicates that the target's data bus width is 8-bits. The host shall use the indicated data bus
width for all ONFI commands that are defined to be transferred at the bus width (x8 or x16). Note
that some commands, like Read ID, always transfer data as 8-bit only. If the NV-DDR, NV-DDR?2,
NV-DDR3 or NV-LPDDR4 data interfaces are supported, then the data bus width shall be 8-bits.

Bit 1 when set to one indicates that the target supports multiple LUN operations (see section
3.1.3). If bit 1 is cleared to zero, then the host shall not issue commands to a LUN unless all other
LUNSs on the target are idle (i.e. R/B_n is set to one).

Bit 2 when set to one indicates that the target supports non-sequential page programming
operations, such that the host may program pages within a block in arbitrary order. Bit 2 when
cleared to zero indicates that the target does not support non-sequential page programming
operations. If bit 2 is cleared to zero, the host shall program all pages within a block in order
starting with page 0.
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Bit 3 when set to one indicates that the target supports multi-plane program and erase
operations. Refer to section 6.7.1.28.

Bit 4 when set to one indicates that there are no even / odd page restrictions for Copyback
operations. Specifically, a read operation may access an odd page and then program the
contents to an even page using Copyback. Alternatively, a read operation may access an even
page and then program the contents to an odd page using Copyback. Bit 4 when cleared to zero
indicates that the host shall ensure that Copyback reads and programs from odd page to odd
page or alternatively from even page to even page.

Bit 5 when set to one indicates that the NV-DDR data interface is supported by the target. If bit 5
is set to one, then the target shall indicate the NV-DDR timing modes supported in the NV-DDR
timing mode support field. Bit 5 when cleared to zero indicates that the NV-DDR data interface is
not supported by the target.

Bit 6 when set to one indicates that the target supports multi-plane read operations. Refer to
section 6.7.1.28.

Bit 7 when set to one indicates the target includes an extended parameter page that is stored in
the data bytes following the last copy of the parameter page. If bit 7 is cleared to zero, then an
extended parameter page is not supported. NOTE: This bit was inadvertently specified in the BA
NAND specification to show support for BA NAND. If the device supports BA NAND, then the
number of bits of ECC correctability should be cleared to Oh in byte 112 of the parameter page.

Bit 8 when set to one indicates that the target supports clearing only the page register for the LUN
addressed with the Program (80h) command. If bit 8 is cleared to zero, then a Program (80h)
command clears the page register for each LUN that is part of the target. At power-on, the device
clears the page register for each LUN that is part of the target. Refer to section 8.1 for how to
enable this feature.

Bit 9 when set to one indicates that the NV-LPDDR4 interface is supported by the target. If bit 9 is
set to one, then the target shall indicate the NV-LPDDR4 timing modes supported in the NV-
LPDDR4 timing mode support field. Bit 9 when cleared to zero indicates that the NV-LPDDR4
data interface is not supported by the target.

Bit 10 when set to one indicates that the NV-DDR2 data interface is supported by the target. If bit
10 is set to one, then the target shall indicate the NV-DDR2 timing modes supported in the NV-
DDR2 timing mode support field. Bit 10 when cleared to zero indicates that the NV-DDR2 data
interface is not supported by the target.

Bit 11 when set to one indicates that the NAND Target supports Volume addressing, as defined in
section 3.2. If bit 11 is cleared to zero, then the target does not support Volume addressing.

Bit 12 when set to one indicates that the target supports external Vpp. If bit 12 is cleared to zero,
then the target does not support external Vpp.

Bit 13 when set to one indicates that the NV-DDR3 data interface is supported by the target. If bit
13 is set to one, then the target shall indicate the NV-DDR3 timing modes supported in the NV-
DDR3 timing mode support field. Bit 13 when cleared to zero indicates that the NV-DDR3 data
interface is not supported by the target.

Bit 14 when set to one indicates that the target supports ZQ calibration. If bit 14 is cleared to zero,
then the target does not support ZQ calibration.
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Bit 15 when set to one indicates that the target supports Package Electrical Specification and Pad
Capacitance. If bit 15 is cleared to zero, then the target does not support Package Electrical
Specification and Pad Capacitance.

6.7.1.4. Byte 8-9: Optional commands supported
This field indicates the optional commands that the target supports.

Bit 0 when set to one indicates that the target supports the Page Cache Program command. If bit
0 is cleared to zero, the host shall not issue the Page Cache Program command to the target.

Bit 1 when set to one indicates that the target supports the Read Cache Random, Read Cache
Sequential, and Read Cache End commands. If bit 1 is cleared to zero, the host shall not issue
the Read Cache Sequential, Read Cache Random, or Read Cache End commands to the target.

Bit 2 when set to one indicates that the target supports the Get Features and Set Features
commands. If bit 2 is cleared to zero, the host shall not issue the Get Features or Set Features
commands to the target.

Bit 3 when set to one indicates that the target supports the Read Status Enhanced command. If
bit 3 is cleared to zero, the host shall not issue the Read Status Enhanced command to the
target. Read Status Enhanced shall be supported if the target has multiple LUNs or supports
multi-plane operations.

Bit 4 when set to one indicates that the target supports the Copyback Program and Copyback

Read commands. If bit 4 is cleared to zero, the host shall not issue the Copyback Program or

Copyback Read commands to the target. If multi-plane operations are supported and this bit is
set to one, then multi-plane copyback operations shall be supported.

Bit 5 when set to one indicates that the target supports the Read Unique ID command. If bit 5 is
cleared to zero, the host shall not issue the Read Unique ID command to the target.

Bit 6 when set to one indicates that the target supports the Change Read Column Enhanced
command. If bit 6 is cleared to zero, the host shall not issue the Change Read Column Enhanced
command to the target.

Bit 7 when set to one indicates that the target supports the Change Row Address command. If bit
7 is cleared to zero, the host shall not issue the Change Row Address command to the target.

Bit 8 when set to one indicates that the target supports the Small Data Move command for both
Program and Copyback operations. If bit 8 is cleared to zero, the target does not support the
Small Data Move command for Program or Copyback operations. The Small Data Move
command is mutually exclusive with overlapped multi-plane support. Refer to section 6.19. When
bit 8 is set to one, the device shall support the 11h command to flush any internal data pipeline
regardless of whether multi-plane operations are supported.

Bit 9 when set to one indicates that the target supports the Reset LUN command. If bit 9 is
cleared to zero, the host shall not issue the Reset LUN command.

Bit 10 when set to one indicates that the target supports the Volume Select command. If bit 10 is
cleared to zero, the host shall not issue the Volume Select command. The device shall support
the Volume Select command if it supports either the CE_n pin reduction or matrix termination
features.
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Bit 11 when set to one indicates that the target supports the ODT Configure command. If bit 11 is
cleared to zero, the host shall not issue the ODT Configure command. The device shall support
the ODT Configure command if it supports the matrix termination feature.

Bit 12 when set to one indicates that the target supports the LUN Get Features and LUN Set
Features commands. If bit 12 is cleared to zero, the host shall not issue the LUN Get Features or
LUN Set Features commands to the target.

Bit 13 when set to one indicates that the target supports the ZQ Calibration Long and ZQ
Calibration Short commands. If bit 13 is cleared to zero, the host shall not issue ZQ Calibration
Long or ZQ Calibration Short commands.

Bits 14-15 are reserved and shall be cleared to zero.

6.7.1.5. Byte 10: ONFI-JEDEC JTG primary advanced command support

This field indicates the primary advanced commands defined by the ONFI-JEDEC Joint
Taskgroup that are supported by the target. Specifically, these are commands where the primary
version of the advanced commands is not based on an ONFI heritage. Support for primary
advanced commands that are based on an ONFI heritage are indicated in their traditional
parameter page location.

Bit 0 when set to one indicates that the target supports the ONFI-JEDEC JTG primary Random
Data Out command. If bit 0 is cleared to zero, the host shall not issue the ONFI-JEDEC JTG
primary Random Data Out command to the target. Specifically, the ONFI-JEDEC JTG primary
Random Data Out command is the sequence 00h - Column and Row Address Cycles Input - 05h
- Column Address Cycles Input - EOh. Refer to the vendor device datasheet for the number of
address cycles needed after the 00h and 05h commands.

Bit 1 when set to one indicates that the target supports the ONFI-JEDEC JTG primary Multi-plane
Page Program command. If bit 1 is cleared to zero, the host shall not issue the ONFI-JEDEC JTG
primary Multi-plane Page Program command to the target. Specifically, the ONFI-JEDEC JTG
primary Multi-plane Page Program command utilizes 81h for the first cycle of program sequences
after the initial program sequence instead of 80h.

Bit 2 when set to one indicates that the target supports the ONFI-JEDEC JTG primary Multi-plane
Copyback Program command. If bit 2 is cleared to zero, the host shall not issue the ONFI-JEDEC
JTG primary Multi-plane Copyback Program command to the target. Specifically, the ONFI-
JEDEC JTG primary Multi-plane Copyback Program command utilizes 81h for the first cycle of
program sequences after the initial program sequence instead of 85h.

Bit 3 when set to one indicates that the target supports the ONFI-JEDEC JTG primary Multi-plane
Block Erase command. If bit 3 is cleared to zero, the host shall not issue the ONFI-JEDEC JTG
primary Multi-plane Block Erase command to the target. Specifically, the ONFI-JEDEC JTG
primary Multi-plane Block Erase does not utilize the D1h command cycle between block
addresses.

Bits 4-7 are reserved and shall be cleared to zero.

6.7.1.6. Byte 11: Training Commands Support

This field indicates the training commands supported as defined by the ONFI-JEDEC Joint
Taskgroup that are supported by the target.
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Bit 0 when set to one indicates that the target supports Explicit DCC training. If bit 0 is cleared to
zero, the host does not support Explicit DCC training. Specifically, Explicit DCC training is
initiated with a Set Features command (EFh) at BO[0] of feature address 20h.

Bit 1 when set to one indicates that the target supports Implicit (command based) DCC training. If
bit 1 is cleared to zero, the host does not support Implicit (command based) DCC training.
Specifically, Implicit DCC training is initiated with an Implicit DCC training command (18h) along
with a targeted address.

Bit 2 when set to one indicates that the target supports Read DQ training. If bit 2 is cleared to
zero, the host does not support Read DQ training. Specifically, Read DQ training is initiated with
a Read DQ training command (62h) along with a targeted address.

Bit 3 when set to one indicates that the target supports Write DQ TX training. If bit 3 is cleared to
zero, the host does not support Write DQ TX training. Specifically, Write DQ TX training is
initiated with command 63h along with a targeted address and read back using command 64h.

Bit 4 when set to one indicates that the target supports Write DQ RX training. If bit 4 is cleared to
zero, the host does not support Write DQ RX training. Specifically, Write DQ RX training is
initiated with command 76h along with a targeted address.

Bit 5 when set to one indicates that the target supports Internal Vrefq Training. If bit 5 is cleared
to zero, the host does not support Internal Vrefq Training.

Bit 6 when set to one indicates that the target supports Per-Pin Vrefq Training by Offset method.
If bit 6 is cleared to zero, the host does not support Per-Pin Vrefq Training by Offset method.

Bit 7 when set to one indicates that the target supports Per-Pin Vrefq Training by Absolute Value
method. If bit 7 is cleared to zero, the host does not support Per-Pin Vrefq Training by Absolute
Value method.

6.7.1.7. Byte 12-13: Extended parameter page length

If the target supports an extended parameter page as indicated in the Features supported field,
then this field specifies the length of the extended parameter page in multiples of 16 bytes. Thus,
a value of 2 corresponds to 32 bytes and a value of 3 corresponds to 48 bytes. The minimum size
is 3, corresponding to 48 bytes.

6.7.1.8. Byte 14: Number of parameter pages

If the target supports an extended parameter page as indicated in the Features supported field,
then this field specifies the number of parameter pages present, including the original and the
subsequent redundant versions. As an example, a value of 3 means that there are three
parameter pages present and thus the extended parameter page starts at byte 768. The number
of extended parameter pages should match the number of parameter pages.

6.7.1.9. Byte 15: Additional Training Commands Support

This field indicates the additional training commands supported as defined by the ONFI-JEDEC
Joint Taskgroup that are supported by the target.

Bit 0 when set to one indicates that the target supports Write Duty Cycle Training. If bit O is
cleared to zero, the host does not support Write Duty-Cycle Adjustment

Bits 1-7 are reserved and shall be cleared to zero.
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6.7.1.10. Byte 32-43: Device manufacturer

This field contains the manufacturer of the device. The content of this field is an ASCII character
string of twelve bytes. The device shall pad the character string with spaces (20h), if necessary,
to ensure that the string is the proper length.

There is no standard for how the manufacturer represents their name in the ASCII string. If the
host requires use of a standard manufacturer ID, it should use the JEDEC manufacturer ID (refer
to section 6.7.1.12).

6.7.1.11. Byte 44-63: Device model

This field contains the model number of the device. The content of this field is an ASCII character
string of twenty bytes. The device shall pad the character string with spaces (20h), if necessary,
to ensure that the string is the proper length.

6.7.1.12. Byte 64: JEDEC manufacturer ID
This field contains the JEDEC manufacturer ID for the manufacturer of the device.

6.7.1.13. Byte 65-66: Date code

This field contains a date code for the time of manufacture of the device. Byte 65 shall contain the
two least significant digits of the year (e.g. a value of 05h to represent the year 2005). Byte 66
shall contain the workweek, where a value of 00h indicates the first week of January.

If the date code functionality is not implemented, the value in this field shall be 0000h.

6.7.1.14. Byte 80-83: Number of data bytes per page

This field contains the number of data bytes per page. The value reported in this field shall be a
power of two. The minimum value that shall be reported is 512 bytes.

6.7.1.15. Byte 84-85: Number of spare bytes per page
This field contains the number of spare bytes per page. There are no restrictions on the value.

6.7.1.16. Byte 92-95: Number of pages per block

This field contains the number of pages per block. This value shall be a multiple of 32. Refer to
section 3.1 for addressing requirements.

6.7.1.17. Byte 96-99: Number of blocks per logical unit

This field contains the number of blocks per logical unit. There are no restrictions on this value.
Refer to section 3.1 for addressing requirements.

6.7.1.18. Byte 100: Number of logical units (LUNs)

This field indicates the number of logical units the target supports. Logical unit numbers are
sequential, beginning with a LUN address of 0. This field shall be greater than zero.

6.7.1.19. Byte 101: Number of Address Cycles

This field indicates the number of address cycles used for row and column addresses. The
reported number of address cycles shall be used by the host in operations that require row and/or
column addresses (e.g. Page Program).
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Bits 0-3 indicate the number of address cycles used for the row address. This field shall be
greater than zero.

Bits 4-7 indicate the number of address cycles used for the column address. This field shall be
greater than zero.

NOTE: Throughout this specification examples are shown with 2-byte column addresses and 3-
byte row addresses. However, the host is responsible for providing the number of column and
row address cycles in each of these sequences based on the values in this field.

6.7.1.20. Byte 102: Number of bits per cell

This field indicates the number of bits per cell in the Flash array. This field shall be greater than
zero.

A value of FFh indicates that the number of bits per cell is not specified.

6.7.1.21. Byte 103-104: Bad blocks maximum per LUN

This field contains the maximum number of blocks that may be defective at manufacture and over
the life of the device per LUN. The maximum rating assumes that the host is following the block
endurance requirements and the ECC requirements reported in the parameter page.

6.7.1.22. Byte 105-106: Block endurance

This field indicates the maximum number of program/erase cycles per addressable page/block.
This value assumes that the host is using at least the minimum ECC correctability reported in the
parameter page.

A page may be programmed in partial operations subject to the value reported in the Number of
programs per page field. However, programming different locations within the same page does
not count against this value more than once per full page.

The block endurance is reported in terms of a value and a multiplier according to the following
equation: value x 10Qmulticier Byte 105 comprises the value. Byte 106 comprises the multiplier. For
example, a target with an endurance of 75,000 cycles would report this as a value of 75 and a
multiplier of 3 (75 x 108). For a write once device, the target shall report a value of 1 and a
multiplier of 0. For a read-only device, the target shall report a value of 0 and a multiplier of 0. The
value field shall be the smallest possible; for example, 100,000 shall be reported as a value of 1
and a multiplier of 5 (1 x 10%).

6.7.1.23. Byte 107: Guaranteed valid blocks at beginning of target

This field indicates the number of guaranteed valid blocks starting at block address 0 of the
target. The minimum value for this field is 1h. The blocks are guaranteed to be valid for the
endurance specified for this area (see section 6.7.1.24) when the host follows the specified
number of bits to correct.

6.7.1.24. Byte 108-109: Block endurance for guaranteed valid blocks

This field indicates the minimum number of program/erase cycles per addressable page/block in
the guaranteed valid block area (see section 6.7.1.23). This value requires that the host is using
at least the minimum ECC correctability reported in the parameter page. This value is not
encoded. If the value is 0000h, then no minimum number of cycles is specified, though the
block(s) are guaranteed valid from the factory.
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6.7.1.25. Byte 110: Number of programs per page

This field indicates the maximum number of times a portion of a page may be programmed
without an erase operation. After the number of programming operations specified have been
performed, the host shall issue an erase operation to that block before further program operations
to the affected page. This field shall be greater than zero. Programming the same portion of a
page without an erase operation results in indeterminate page contents.

6.7.1.26. Byte 112: Number of bits ECC correctability

This field indicates the number of bits that the host should be able to correct per 512 bytes of
data. With this specified amount of error correction by the host, the target shall achieve the block
endurance specified in the parameter page. When the specified amount of error correction is
applied by the host and the block endurance is followed, then the maximum number of bad blocks
shall not be exceeded by the device. All used bytes in the page shall be protected by host
controller ECC including the spare bytes if the minimum ECC requirement has a value greater
than zero.

If the recommended ECC codeword size is not 512 bytes, then this field shall be set to FFh. The
host should then read the Extended ECC Information that is part of the extended parameter page
to retrieve the ECC requirements for this device.

When this value is cleared to zero, the target shall return valid data.

6.7.1.27. Byte 113: Multi-plane addressing
This field describes parameters for multi-plane addressing.

Bits 0-3 indicate the number of bits that are used for multi-plane addressing. This value shall be
greater than Oh when multi-plane operations are supported. For information on the plane address
location, refer to section 3.1.1.

Bits 4-7 are reserved.

6.7.1.28. Byte 114: Multi-plane operation attributes

This field describes attributes for multi-plane operations. This byte is mandatory when multi-plane
operations are supported as indicated in the Features supported field.

Bit 0 indicates whether overlapped multi-plane operations are supported. If bit 0 is set to one,
then overlapped multi-plane operations are supported. If bit 0 is cleared to zero, then concurrent
multi-plane operations are supported.

Bit 1 indicates that there are no block address restrictions for the multi-plane operation. If set to
one all block address bits may be different between multi-plane operations. If cleared to zero,
there are block address restrictions. Refer to bit 5 for the specific block address restrictions
required.

Bit 2 indicates whether program cache is supported with multi-plane programs. If set to one then
program cache is supported for multi-plane program operations. If cleared to zero then program

cache is not supported for multi-plane program operations. Note that program cache shall not be
used with multi-plane copyback program operations. See bit 3 for restrictions on the multi-plane

addresses that may be used.

Bit 3 indicates whether the block address bits other than the multi-plane address bits of multi-
plane addresses may change during either: a) a program cache sequence between 15h
commands, or b) a read cache sequence between 31h commands. If set to one and bit 2 is set to
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one, then the host may change the number of multi-plane addresses and the value of the block
address bits (other than the multi-plane address bits) in the program cache sequence. If set to
one and bit 4 is set to one, then the host may change the number of multi-plane addresses and
the value of the block address bits (other than the multi-plane address bits) in the read cache
sequence. If cleared to zero and bit 2 is set to one, then for each program cache operation the
block address bits (other than the plane address bits) and number of multi-plane addresses
issued to the LUN shall be the same. If cleared to zero and bit 4 is set to one, then for each read
cache operation the block address bits (other than the multi-plane address bits) and number of
multi-plane addresses issued to the LUN shall be the same.

Bit 4 indicates whether read cache is supported with multi-plane reads. If set to one then read
cache is supported for multi-plane read operations. If cleared to zero then read cache is not
supported for multi-plane read operations. Note that read cache shall not be used with multi-plane
copyback read operations.

Bit 5 indicates the type of block address restrictions required for the multi-plane operation. If set
to one then all block address bits (other than the multi-plane address bits) shall be the same if the
XNOR of the lower multi-plane address bits between two multi-plane addresses is one. If cleared
to zero, all block address bits (other than the multi-plane address bits) shall be the same
regardless of the multi-plane address bits between two plane addresses. See section 3.1.1.1 for a
detailed definition of interleaved block address restrictions. These restrictions apply to all multi-
plane operations (Read, Program, Erase, and Copyback Program).

Bits 6-7 are reserved.

6.7.1.29. Byte 116-117: NV-DDR3 timing mode support (cont.)
This field indicates the NV-DDR3 timing modes above mode 18 that are supported. If the NV-

DDR3 data interface is supported by the target, at least one NV-DDR3 timing mode shall be
supported. The target shall support an inclusive range of NV-DDR3 timing modes (i.e. if timing
mode n-1 and n+1 are supported, then the target shall also support timing mode n).

Bit 0 when set to one indicates that the target supports NV-DDR3 timing modes 19.

Bit 1 when set to one indicates that the target supports NV-DDR3 timing modes 20.

Bit 2 when set to one indicates that the target supports NV-DDR3 timing modes 21.

Bit 3 when set to one indicates that the target supports NV-DDR3 timing modes 22.

Bits 4-15 are reserved.

6.7.1.30. Byte 118-121: NV-LPDDR4 timing mode support
This field indicates the NV-LPDDR4 timing modes supported. If the NV-LPDDR4 data interface is

supported by the target, at least one NV-LPDDR4 timing mode shall be supported. The target
shall support an inclusive range of NV-LPDDR4 timing modes (i.e. if timing mode n-1 and n+1 are
supported, then the target shall also support timing mode n).

Bit 0 when set to one indicates that the target supports NV-LPDDR4 timing modes 0-3.

Bit 1 when set to one indicates that the target supports NV-LPDDR4 timing mode 4.

Bit 2 when set to one indicates that the target supports NV-LPDDR4 timing mode 5.

Bit 3 when set to one indicates that the target supports NV-LPDDR4 timing mode 6.
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Bit 4 when set to one indicates that the target supports NV-LPDDR4 timing mode 7.
Bit 5 when set to one indicates that the target supports NV-LPDDR4 timing mode 8.
Bit 6 when set to one indicates that the target supports NV-LPDDR4 timing mode 9.
Bit 7 when set to one indicates that the target supports NV-LPDDR4 timing mode 10.
Bit 8 when set to one indicates that the target supports NV-LPDDR4 timing mode 11.
Bit 9 when set to one indicates that the target supports NV-LPDDR4 timing mode 12.
Bit 10 when set to one indicates that the target supports NV-LPDDR4 timing mode 13.
Bit 11 when set to one indicates that the target supports NV-LPDDR4 timing mode 14.
Bit 12 when set to one indicates that the target supports NV-LPDDR4 timing mode 15.
Bit 13 when set to one indicates that the target supports NV-LPDDR4 timing mode 16.
Bit 14 when set to one indicates that the target supports NV-LPDDR4 timing mode 17.
Bit 15 when set to one indicates that the target supports NV-LPDDR4 timing mode 18.
Bit 16 when set to one indicates that the target supports NV-LPDDR4 timing mode 19.
Bit 17 when set to one indicates that the target supports NV-LPDDR4 timing mode 20.
Bit 18 when set to one indicates that the target supports NV-LPDDR4 timing mode 21.

Bit 19 when set to one indicates that the target supports NV-LPDDR4 timing mode 22.

6.7.1.31. Byte 129-130: Reserved

6.7.1.32. Byte 141: Reserved
6.7.1.33. Byte 142: Reserved

6.7.1.34. Byte 143: NV-DDR / NV-DDR2 / NV-DDR3 / NV-LPDDR4 features

This field describes features and attributes for NV-DDR, NV-DDR2, NV-DDR3 and/or NV-
LPDDR4 operation. This byte is mandatory when the NV-DDR or NV-DDR2 data interface is
supported.

Bit 0 indicates the tCAD value that shall be used by the host. If bit O is set to one, then the host
shall use the tCADs (slow) value in NV-DDR command, address and data transfers. If bit O is
cleared to zero, then the host shall use the tCADf (fast) value in NV-DDR command, address and
data transfers. This field applies to the NV-DDR data interface only.

Bit 1 is reserved
Bit 2 indicates that the device supports the CLK being stopped during data input, as described in

Error! Reference source not found.. If bit 2 is set to one, then the host may optionally stop the
CLK during data input for power savings. If bit 2 is set to one, the host may pause data while the
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CLK is stopped. If bit 2 is cleared to zero, then the host shall leave CLK running during data input.
This field applies to the NV-DDR data interface only.

Bit 3 indicates that the device requires the power-on sequence to provide valid Vcc before Vpp
and the power-down sequence to remove Vpp before removing Vcc.

Bits 4-7 are reserved.

6.7.1.35. Byte 151: Driver strength support

This field describes if the target supports configurable driver strengths and its associated
features. If the device supports NV-DDR, NV-DDR2, NV-DDR3 or NV-LPDDR4 data interface,
then one and only one of bit 0, bit 3, and bit 4 shall be set. If bit 0, bit 3, and bit 4 are all cleared to
zero, then the driver strength at power-on is undefined.

Bit 0 when set to one indicates that the target supports configurable driver strength settings as
defined in Error! Reference source not found.. If this bit is set to one, then the device shall
support both the 35 Ohm and 50 Ohm settings. If this bit is set to one, then the device shall
power-on with a driver strength at the 35 Ohm value defined in Error! Reference source not
found..

Bit 1 when set to one indicates that the target supports the 25 Ohm setting in for use in the 1/0
Drive Strength setting.

Bit 2 when set to one indicates that the target supports the 18 Ohm setting for use in the 1/O Drive
Strength setting.

Bit 3 when set to one indicates that the target supports configurable driver strength settings. If this
bit is set to one, then the device shall support both the 37.5 Ohm and 50 Ohm settings. If this bit
is set to one, then the device shall power-on with a driver strength at the 37.5 Ohm value.

Bit 4 when set to one indicates that the target supports configurable driver strength settings. If this
bit is set to one, then the device shall support the 35 Ohm, 37.5 Ohm, and 50 Ohm settings. If this
bit is set to one, then the device shall power-on with a driver strength at the 35 Ohm value.

Bits 5-7 are reserved.

6.7.1.36. Byte 158: NV-DDR2/3 and NV-LPDDR4 features

This field describes features and attributes for NV-DDR2 and NV-DDRS3 operation. This byte is
mandatory when the NV-DDR2 NV-DDR3 or NV-LPDDR4 data interface is supported.

Bit 0 indicates if self-termination ODT is supported. If bit 0 is set to one, then self-termination ODT
is supported. If bit 0 is cleared to zero, then self-termination ODT is not supported and the host
shall not enable ODT. Refer to section 4.13.

Bit 1 indicates if matrix termination ODT is supported. If bit 1 is set to one, then matrix termination
ODT is supported. If bit 1 is cleared to zero, then matrix termination ODT is not supported and the
host shall not issue the ODT Configure command. If matrix termination ODT is supported, then
the device shall also support self-termination ODT. Refer to section 4.13.

Bit 2 indicates if the optional on-die termination value of 30 Ohms is supported. If bit 2 is set to
one, then the on-die termination value of 30 Ohms is supported. If bit 2 is cleared to zero, then
the on-die termination value of 30 Ohms is not supported and the host shall not select that value.
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Bit 3 indicates if the optional differential signaling for RE_n is supported. If bit 3 is set to one, then
differential signaling for RE_n is supported. If bit 3 is cleared to zero, then differential signaling for
RE_n is not supported. Refer to section 4.10.1.

Bit 4 indicates if the optional differential signaling for DQS is supported. If bit 4 is set to one, then
differential signaling for DQS is supported. If bit 4 is cleared to zero, then differential signaling for
DQS is not supported. Refer to section 4.10.1.

Bit 5 indicates if external VREFQ is required for speeds = 200 MT/s. If bit 5 is set to one, then
external VREFQ is required and VEN shall be set to one by the host when using timing modes
with speeds = 200 MT/s (refer to section 8.2). If bit 5 is cleared to zero, then external VREFQ is
optional for use by the host when using timing modes with speeds = 200 MT/s.

Bits 6-7 are reserved.

6.7.1.37. Byte 159: NV-DDR2/3 and NV-LPDDR4 warmup cycles

This field describes support for warmup cycles for NV-DDR2 NV-DDR3 or NV-LPDDR4
operation. Warmup cycles are defined in section 4.12. This byte is mandatory when the NV-
DDR2 NV-DDR3 or NV-LPDDR4 data interface is supported.

Bits 0-3 indicate the number of warmup cycles that are supported for data output operation. If this
field is cleared to Oh, then the target does not support warmup cycles for data output operation.
The host shall not configure the target to a number of warmup cycles that exceeds the value
provided. Refer to section 8.2 for details on configuring the number of warmup cycles for data
output.

Bits 4-7 indicate the number of warmup cycles that are supported for data input operation. If this
field is cleared to Oh, then the target does not support warmup cycles for data input operation.
The host shall not configure the target to a number of warmup cycles that exceeds the value
provided. Refer to section 8.2 for details on configuring the number of warmup cycles for data
input.

6.7.1.38. Byte 160-161: Reserved

6.7.1.39. Byte 162: NV-DDR2 timing mode support

This field is a continuation of Byte 142. This field indicates the NV-DDR2 timing modes
supported. If the NV-DDR2 data interface is supported by the target, at least one NV-DDR2
timing mode shall be supported. The target shall support an inclusive range of NV-DDR2 timing
modes (i.e. if timing mode n-1 and n+1 are supported, then the target shall also support timing
mode n).

Bit 0 when set to one indicates that the target supports NV-DDR2 timing mode 8.
Bit 1 when set to one indicates that the target supports NV-DDR3 timing mode 9.
Bit 2 when set to one indicates that the target supports NV-DDR3 timing mode 10.

Bits 3-7 are reserved and shall be cleared to zero.

6.7.1.40. Byte 164-165: Vendor specific Revision number

This field indicates a vendor specific revision number. This field should be used by vendors to
indicate the supported layout for the vendor specific parameter page area and the vendor specific
feature addresses. The format of this field is vendor specific.
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6.7.1.41. Byte 166-253: Vendor specific
This field is reserved for vendor specific use.

6.7.1.42. Byte 254-255: Integrity CRC

The Integrity CRC (Cyclic Redundancy Check) field is used to verify that the contents of the
parameter page were transferred correctly to the host. The CRC of the parameter page is a word
(16-bit) field. The CRC calculation covers all of data between byte 0 and byte 253 of the
parameter page inclusive.

The CRC shall be calculated on byte (8-bit) quantities starting with byte 0 in the parameter page.
The bits in the 8-bit quantity are processed from the most significant bit (bit 7) to the least
significant bit (bit 0).

The CRC shall be calculated using the following 16-bit generator polynomial:
G(X) = X16+ X15+ X2+ 1
This polynomial in hex may be represented as 8005h.

The CRC value shall be initialized with a value of 4F4Eh before the calculation begins. There is
no XOR applied to the final CRC value after it is calculated. There is no reversal of the data bytes
or the CRC calculated value.

6.7.1.43. Byte 256-511: Redundant Parameter Page 1

This field shall contain the values of bytes 0-255 of the parameter page. Byte 256 is the value of
byte 0.

The redundant parameter page is used when the integrity CRC indicates that there was an error
in bytes 0-255. The redundant parameter page shall be stored in non-volatile media; the target
shall not create these bytes by retransmitting the first 256 bytes.

6.7.1.44. Byte 512-767: Redundant Parameter Page 2

This field shall contain the values of bytes 0-255 of the parameter page. Byte 512 is the value of
byte 0.

The redundant parameter page is used when the integrity CRC indicates that there was an error
in bytes 0-255 and in the first redundant parameter page. The redundant parameter page shall be
stored in non-volatile media; the target shall not create these bytes by retransmitting the first 256
bytes.

6.7.1.45. Byte 768+: Additional Redundant Parameter Pages

Bytes at offset 768 and above may contain additional redundant copies of the parameter page.
There is no limit to the number of redundant parameter pages that the target may provide. The
target may provide additional copies to guard against the case where all three mandatory copies
have invalid CRC checks.

The host should determine whether an additional parameter page is present by checking the first

Dword. If at least two out of four bytes match the parameter page signature, then an additional
parameter page is present.

6.8.Read Unique ID Definition
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The Read Unique ID function is used to retrieve the 16-byte unique ID (UID) for the device. The
unique ID when combined with the device manufacturer shall be unique.

The UID data may be stored within the Flash array. To allow the host to determine if the UID is
without bit errors, the UID is returned with its complement, as shown in the table below. If the
XOR of the UID and its bit-wise complement is all ones, then the UID is valid.

Bytes Value

0-15 uiD

16-31 UID complement (bitwise)
Table 6-5 UID and Complement

To accommodate robust retrieval of the UID in the case of bit errors, sixteen copies of the UID
and the corresponding complement shall be stored by the target. For example, reading bytes 32-
63 returns to the host another copy of the UID and its complement.

Read Status Enhanced shall not be used during execution of the Read Unique ID command.

The figure below defines the Read Unique ID sequence on the Conv. Protocol. The host may use
any timing mode supported by the target in order to retrieve the UID data.
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Figure 6-8 Conv. Protocol Read Unique ID Timing
UOk-Unk The kth copy of the UID and its complement. Sixteen copies are stored.

Reading beyond 512 bytes returns indeterminate values.

6.9. Block Erase Definition

The Block Erase function erases the block of data identified by the block address parameter on
the LUN specified. A Block Erase operation shall be considered successful if SR[0] returns a zero
after completion of the Block Erase operation. SR][0] is valid for this command after SR[6]
transitions from zero to one until the next transition of SR[6] to zero. The figure below defines the
Block Erase behavior and timings on the Conv. Protocol.

If the host attempts to erase a factory marked bad block, then the device shall not proceed with
the requested operation and shall set the FAIL bit to one for the operation.
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Figure 6-9 Conv. Protocol Block Erase Timing

R1-R3 The row address of the block to be erased. R1 is the least significant byte in the
row address.

6.10. Read Status Definition

In the case of non-multi-plane operations, the Read Status function retrieves a status value for
the last operation issued. If multiple multi-plane operations are in progress on a single LUN, then
Read Status returns the composite status value for status register bits that are independent per
plane address. Specifically, Read Status shall return the combined status value of the
independent status register bits according to the table below (see Status Field Definition section
for status register bit definitions):
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Status Register bit Composite status value
Bit 0, FAIL OR
Bit 1, FAILC OR

Table 6-6 Composite Status Value

The figure below defines the Conv. Protocol Read Status behavior and timings. Note that each
data output byte is received twice. The host shall only latch one copy of each data byte.
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Figure 6-10 Conv. Protocol Read Status Timing

SR Status value as defined in Status Field Definition section

A more detailed timing diagram for the Conv. Protocol Read Status sequence, applicable to both
NV-LPDDR4 and NV-LPDDR4 with VccQL interfaces is provided in the figure below:
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Figure 6-11 More Detailed Conv. Protocol Read Status Timing Diagram

NOTE 1: It is optional for the device to update status while RE_n is held low. If the device
supports updating status while RE_n is held low, then the host may continually read updated
status as the DQ[7:0] data values are updated. However, DQS only transitions based on RE_n
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transitions. If the device does not support updating status while RE_n is held low, then the status
will be updated based on RE_n transitions.

6.11. Read Status Enhanced Definition

The Read Status Enhanced function retrieves the status value for a previous operation on a
particular LUN and plane address. The figure below defines the Read Status Enhanced behavior
and timings.
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Figure 6-12 Conv. Protocol Read Status Enhanced Timing

R1-R3 Row address that contains the LUN and plane address to retrieve status for. Row
address bits not associated with the LUN and plane address are not used. R1 is
the least significant byte.

SR Status value as defined in Status Field Definition section.

If the row address entered is invalid, the Status value returned has an indeterminate value. The
host uses Read Status Enhanced for LUN selection (refer to section 3.1.2). Note that Read
Status Enhanced has no effect on which page register is selected for data output within the LUN.

When issuing Read Status Enhanced in the Conv. Protocol, each data byte is received twice. The
host shall only latch one copy of each data byte.

6.12. Read Status and Read Status Enhanced Usage
(Conv. Protocol Only)

In certain sequences only one status command shall be used by the host. This section outlines
situations in which a particular status command is required to be used.

If a command is issued to a LUN while R/B_n is cleared to zero, then the next status command
shall be Read Status Enhanced. Read Status Enhanced causes LUNSs that are not selected to
turn off their output buffers. This ensures that only the LUN selected by the Read Status
Enhanced commands responds to a subsequent toggle of the RE_n input signal.

When the host has issued Read Page commands to multiple LUNs at the same time, the host
shall issue Read Status Enhanced before reading data from either LUN. Read Status Enhanced
causes LUNSs that are not selected to turn off their output buffers. This ensures that only the LUN
selected by the Read Status Enhanced commands responds to a subsequent toggle of the RE_n
input signal after data output is selected with the 00h command (NOTE: Some NAND vendors
may require the use of Change Read Column sequence instead of 00h command to output data
from the NAND, see vendor datasheet) . Refer to section 3.1.3 for additional requirements if a
Change Read Column (Enhanced) command is used as part of a multiple LUN read sequence.
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During and after Target level commands, the host shall not issue the Read Status Enhanced
command. In these sequences, the host uses Read Status to check for the status value. The only
exception to this requirement is if commands were outstanding to multiple LUNs when a Reset
was issued. In this case, the Read Status Enhanced command shall be used to determine when
each active LUN has completed Reset.

6.13. Status Field Definition

The returned status register byte value (SR) for Read Status and Read Status Enhanced has the
format described below. If the RDY bit is cleared to zero, all other bits in the status byte (except
WP_n) are invalid and shall be ignored by the host.

Value

7 6 5 4 3 2 1 0

Status Register WP_n | RDY | ARDY | VSP | VSP | VSP | FAILC | FAIL

FAIL

FAILC

ARDY

RDY

WP_n

VSP

If set to one, then the last command failed. If cleared to zero, then the last
command was successful. This bit is only valid for program and erase
operations. During program cache operations, this bit is only valid when ARDY is
set to one. In devices that support ZQ calibration, this bit is set to one if the ZQ
calibration operation failed.

If set to one, then the command issued prior to the last command failed. If
cleared to zero, then the command issued prior to the last command was
successful. This bit is only valid for program cache operations. This bit is not
valid until after the second 15h command or the 10h command has been
transferred in a Page Cache Program sequence. When program cache is not
supported, this bit is not used and shall be cleared to zero.

If set to one, then there is no array operation in progress. If cleared to zero, then
there is a command being processed (RDY is cleared to zero) or an array
operation in progress. When overlapped multi-plane operations or cache
commands are not supported, this bit is not used.

If set to one, then the LUN or plane address is ready for another command and
all other bits in the status value are valid. If cleared to zero, then the last
command issued is not yet complete and SR bits [5:0] are invalid and shall be
ignored by the host. This bit impacts the value of R/B_n, refer to section 2.13.2.
When caching operations are in use, then this bit indicates whether another
command can be accepted, and ARDY indicates whether the last operation is
complete.

If set to one, then the device is not write-protected. If cleared to zero, then the
device is write-protected. This bit shall always be valid regardless of the state of
the RDY bit.

Reserved (0)

Vendor Specific
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6.14. Read Definition

The Read function reads a page of data identified by a row address for the LUN specified. The
page of data is made available to be read from the page register starting at the column address
specified.

The figure below defines the Conv. Protocol Read behavior and timings.
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Figure 6-13 Conv. Protocol Read Timing

C1-C2 Column address of the page to retrieve. C1 is the least significant byte.
R1-R3 Row address of the page to retrieve. R1 is the least significant byte.

Dn Data bytes read from the addressed page.

Reading beyond the end of a page results in indeterminate values being returned to the host.

While monitoring the status register to determine when the tR (transfer from Flash array to page
register) is complete, the host may re-issue a command value of 00h to start reading data (NOTE:
Some NAND vendors may require the use of Change Read Column sequence instead of 00h
command to output data from the NAND, see vendor datasheet). Issuing a command value of
00h will cause data to be returned starting at the selected column address.
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6.15. Read Cache Definition

The Read Cache Sequential and Read Cache Random functions permit a page to be read from the page
register while another page is simultaneously read from the Flash array for the selected LUN. A Read
Page command, as defined in section 6.14, shall be issued prior to the initial Read Cache Sequential or
Read Cache Random command in a read cache sequence. A Read Cache Sequential or Read Cache
Random command shall be issued prior to a Read Cache End (3Fh) command being issued.

The Read Cache (Sequential or Random) function may be issued after the Read function is complete
(SR[6] is set to one). The host may enter the address of the next page to be read from the Flash array.
Data output always begins at column address 00h. If the host does not enter an address to retrieve, the
next sequential page is read. When the Read Cache (Sequential or Random) function is issued, SR[6] is
cleared to zero (busy). After the operation is begun SR[6] is set to one (ready) and the host may begin to
read the data from the previous Read or Read Cache (Sequential or Random) function. Issuing an
additional Read Cache (Sequential or Random) function copies the data most recently read from the
array into the page register. When no more pages are to be read, the final page is copied into the page
register by issuing the 3Fh command. The host may begin to read data from the page register when
SR[6]is set to one (ready). When the 31h and 3Fh commands are issued, SR[6] shall be cleared to zero
(busy) until the page has finished being copied from the Flash array.

The host shall not issue a Read Cache Sequential (31h) command after the last page of a block is read. If
commands are issued to multiple LUNs at the same time, the host shall execute a Read Status Enhanced
(78h) command to select the LUN prior to issuing a Read Cache Sequential (31h) or Read Cache End
(3Fh) command for that LUN.

The figure below defines the Conv. Protocol Read Cache Sequential behavior and timings for the
beginning of the cache operations subsequent to a Read command being issued to the target.
SR[6] conveys whether the next selected page can be read from the page register:

As defined for
Read

Cycle Type @@—m—( pouT ) pouT ) pouT H cmp
|
pax (o ———(n——w Y m Hem———{w

| twB | tWB | PN | twWB | PN
h - tR h _| LtRCBSY. h "] LtRCBSY

SRI[6] < "l

Figure 6-14 Conv. Protocol Read Cache Sequential Timing, Start of Cache Operations

DO0-Dn Data bytes/words read from page requested by the original Read or the previous cache
operation.

The figure below defines the Conv. Protocol Read Cache Random behavior and timings for the beginning
of the cache operations subsequent to a Read command being issued to the target. SR[6] conveys
whether the next selected page can be read from the page register:
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As defined for
Read IZI
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Figure 6-15 Conv. Protocol Read Cache Random Timing, Start of Cache Operations

C1-C2 Column address of the page to retrieve. C1 is the least significant byte. The column
address is ignored.

R1-R3 Row address of the page to retrieve. R1 is the least significant byte.

DO0-Dn Data bytes/words read from page requested by the original Read or the previous
cache operation

The figure below defines the Conv. Protocol Read Cache (Sequential or Random) behavior and timings
for the end of cache operations. This applies for both Read Cache Sequential and Read Cache Random.
A command code of 3Fh indicates to the target to transfer the final selected page into the page register,

without beginning another background read operation. SR[6] conveys whether the next selected page can
be read from the page register:

As defined for
Read Cache
(Sequential or Random)
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Figure 6-16 Conv. Protocol Read Cache Timing, End of Cache Operations

DO-Dn  Data bytes/words read from page requested by the previous cache operation.
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6.16. Page Program Definition

The Page Program command transfers a page or portion of a page of data identified by a column address
to the page register. The contents of the page register are then programmed into the Flash array at the
row address indicated. SR[0] is valid for this command after SR[6] transitions from zero to one until the
next transition of SR[6] to zero.

The figure below defines the Conv. Protocol Page Program behavior and timings. Writing beyond the end
of the page register is undefined.
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Figure 6-17 Conv. Protocol Page Program Timing

C1-C2 Column address of the starting buffer location to write data to. C1 is the least significant
byte.

R1-R3 Row address of the page being programmed. R1 is the least significant byte.

DO0-Dn  Data bytes/words to be written to the addressed page.

6.17. Page Cache Program Definition

The Page Cache Program function permits a page or portion of a page of data to be written to the Flash
array for the specified LUN in the background while the next page to program is transferred by the host to
the page register.

Figure 6-18, Figure 6-19, and Figure 6-20 define the Conv. Protocol Page Cache Program behavior and
timings.

The 10h command may be used to end the Page Cache Program sequence. After the 10h command is
issued, all data is written to the Flash array prior to when SR[5] (ARDY) and SR[6] (RDY) transition from
zero to one within tPROG time (see Figure 6-19).

The 15h command may also be used to end the Page Cache Program sequence. If a 15h command is
used to end the Page Cache Program sequence, SR[6] (RDY) transitions from zero to one within tPCBSY
time, but SR[5] (ARDY) transitions from zero to one within tPROG time (see Figure 6-20).

NAND devices may support both or only one of 10h and 15h commands to end the Page Cache Program
Sequence. Please refer to the vendor datasheet for information on what Page Cache Program sequence
ending command/s is/are supported by a device.

SR[0] (FAIL) is valid after SR[5] (ARDY) transitions from zero to one until the next transition.
SR[1] (FAILC) is valid after SR[6] (RDY) transitions from zero to one, and this is not the first operation.
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Note that tPROG at the end of the caching operation may be longer than typical as this time also
accounts for completing the programming operation for the previous page. Writing beyond the end of the
page register is undefined.

If the program page register clear enhancement is supported, then the host may choose to only clear the
page register for the selected LUN and plane address when a Program (80h) command is received. Refer
to FAO1h register table for details on this feature.
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Figure 6-18 Conv. Protocol Page Cache Program Timing, Start of Operations
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Figure 6-19 Conv. Protocol Page Cache Program Timing, End of Operations using 10h
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Figure 6-20 Conv. Protocol Page Cache Program Timing, End of Operations using 15h

C1-C2 Column address of the starting buffer location to write data to. C1 is the least significant
byte.

R1-R3 Row address of the page being programmed. R1 is the least significant byte.

DO-Dn Data bytes/words to be written to the addressed page.

6.18. Copyback Definition

The Copyback function reads a page of data from one location on a LUN and then moves that data to a
second location on the same LUN. The data read from the first location may be read out by the host using
Change Read Column or Change Read Column Enhanced commands. The host may then perform data
modification using Change Write Column or Change Row Address commands as needed, and then
complete programming of the data to the second location on the LUN with a Copyback Program
sequence.

The figure below defines the Conv. Protocol Copyback behavior and timings.
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Figure 6-21 Conv. Protocol Copyback Timing

C14a-C2a Column address of the page to retrieve. C1a is the least significant byte.
R1A-R3a Row address of the page to retrieve. R1a is the least significant byte.
C18-C28 Column address of the page to program. C1s is the least significant byte.
R18-R3s Row address of the page to program. R1s is the least significant byte.

Copyback uses a single page register for the read and program operation.

When multi-plane addressing is supported, the multi-plane address for Copyback Read and Copyback
Program for a non-multi-plane Copyback operation shall be the same.

Copyback may also have odd/even page restrictions. Specifically, when reading from an odd page, the
contents may need to be written to an odd page. Alternatively, when reading from an even page, the
contents may need to be written to an even page. Refer to section 6.7.1.3.

Figure 6-22 and Figure 6-23 show the Conv. Protocol Copyback sequence with data output and data
modification.
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Figure 6-22 Conv. Protocol Copyback Read with Data Output

NOTE: NAND vendors may require the use of Change Read Column Enhanced command and
disallow the use of Change Read Column command when outputting data from the NAND page
register (see vendor datasheet).

C1a-C2a Column address of the page to retrieve. C1a is the least significant byte.
R1A-R3a Row address of the page to retrieve. R1a is the least significant byte.

Dj-(Dj+n) Data bytes read starting at column address specified in C1-C2a.

C1c-C2c Column address of new location (k) to read out from the page register. C1c is the

least significant byte.

Dk-Dk+n Data bytes read starting at column address specified in C1-C2c.
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Figure 6-23 Conv. Protocol Copyback Program with Data Modification

C1s5-C28 Column address of the page to program. C1s is the least significant byte.

R18-R3s Row address of the page to program. R1s is the least significant byte.

Di-Di+n Data bytes overwritten in page register starting at column address specified in C1-C2s.

C1p0-C2p Column address of new location (j) to overwrite data at in the page register. C1p is the least
significant byte.

Dj-Dj+n Data bytes overwritten starting at column address specified in C1-C2p
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6.19. Small Data Move

Small Data Move is an optional feature for the NAND that allows the host to transfer data to the page
register in increments that are less than the page size of the device for both Program and Copyback
operations (including multi-plane Program and Copyback operations).
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s *  tPLPBSY

SR[6]

Figure 6-24 Conv. Protocol Small Data Move Sequence

NOTES:

1. NAND vendors may require the use of Change Read Column Enhanced command and
disallow the use of Change Read Column command when outputting data from the NAND
page register (see vendor datasheet).

2. NAND vendors may remove tPLPBSY busy time, keeping SR[6] HIGH, and instead require the
host to provide a vendor specific fixed delay between the 11h command and the next command
(see vendor datasheet).

PRG Program command, either 80h or 85h. Following any data output, the command
shall be 85h.
C1-C2s Column address to write to in the page register. C1s is the least significant byte.
R1-R3s Row address of the page to program. R1s is the least significant byte.
Dj-(Dj+n) giltggytes to update in the page register starting at column address specified in
= B.

This sequence may be repeated as necessary to complete the data transfer. The row address (R1s —
R3g) shall be the same for all program portions of the sequence destined for the same plane address.
The function of the 11h command in a Small Data Move operation is to flush any internal data pipeline in
the device prior to resuming data output.

The host may also perform data read outs interleaved with Small Data Move operations. The figure below
shows an example in the Conv. Protocol of a Change Read Column sequence to read out data from the
LUN interleaved after a Small Data move operation:
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Figure 6-25 Conv. Protocol Small Data Moves with Data Read Out

NOTES:
1.  NAND vendors may require the use of Change Read Column Enhanced command and

disallow the use of Change Read Column command when outputting data from the NAND
page register (see vendor datasheet).

The figure below shows the final program operation in the Conv. Protocol used to complete the Program
or Copyback Program sequence:
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Figure 6-26 Conv. Protocol Small Data Moves, End

PRG Program command, either 80h or 85h. 85h shall be used if there is any data
output as part of the command.
C1-C2p Column address to write to in the page register. C1p is the least significant byte.
R1-R3s Row address of the page to program. R1s is the least significant byte.
DI-(Dl+q) gjltaégytes to update in the page register starting at column address specified in
= D.
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6.20. Change Read Column Definition

The Change Read Column function changes the column address from which data is being read in
the page register for the selected LUN. Change Read Column shall only be issued when the LUN
is in a read idle condition.

The figure below defines the Conv. Protocol Change Read Column behavior and timings:
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Figure 6-27 Conv. Protocol Change Read Column Tming

Dn Data bytes read prior to the column address change.

C1-C2 New column address to be set for subsequent data transfers. C1 is the least
significant byte.

Dk Data bytes being read starting with the new addressed column.

The host shall not read data out from the LUN until tCCS after the EOh command was issued to
the LUN.

NAND vendors may require the use of Change Read Column Enhanced command and disallow
the use of Change Read Column command when outputting data from the NAND page register.
The use of Change Read Column, however, may still be required for Read Parameter Page, Read
Unique ID, and other vendor specific sequences (see vendor datasheet).

6.21. Change Read Column Enhanced Definition

The Change Read Column Enhanced function changes the LUN address, plane address and
column address from which data is being read in a page previously retrieved with the Read
command. This command is used when independent LUN operations or multi-plane operations
are being performed such that the entire address for the new column needs to be given.

The figure below defines the Conv. Protocol Change Read Column Enhanced behavior and
timings:
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Figure 6-28 Conv. Protool Change Read Column Enhanced Timing

Dn Data bytes read prior to the row and column address change.

C1-C2 New column address to be set for subsequent data transfers. C1 is the least
significant byte.

R1-R3 New row address to be set for subsequent data transfers. R1 is the least
significant byte.

Dk Data bytes being read starting with the new addressed row and column.

Change Read Column Enhanced shall not be issued while Target level data output commands
(Read ID, Read Parameter Page, Read Unique ID, Get Features) are executing or immediately
following Target level commands.

Change Read Column Enhanced causes idle LUNs (SR[6] = 1b) that are not selected to turn off
their output buffers. This ensures that only the LUN selected by the Change Read Column
Enhanced command responds to subsequent data output. If unselected LUNs are active (SR[6] =
0b) when Change Read Column Enhanced is issued, then the host shall issue a Read Status
Enhanced (78h) command prior to subsequent data output to ensure all LUNs that are not
selected turn off their output buffers.

The ONFI-JEDEC Joint Taskgroup has defined a modified version of Change Read Column
Enhanced, often referred to as Random Data Out. In this definition, a 00h command is given to
specify the row address (block and page) for the data to be read, and then a normal Change
Read Column command is issued to specify the column address as shown in the figure below.
Refer to the NAND vendor datasheet to determine if the device supports this version.
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Figure 6-29 Conv. Protocol Change Read Column Enhanced Timing, ONFI-JEDEC Joint
Taskgroup Primary Definition
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Dn Data bytes read prior to the row and column address change.

C1a-C2a Column address specified as part of 00h sequence; not used. C1a is the least
significant byte.

R1-R3 New row address to be set for subsequent data transfers. R1 is the least
significant byte.

C18-C28 New column address to be set for subsequent data transfers. C1s is the least
significant byte.

Dk Data bytes being read starting with the new addressed row and column.
6.22. Change Write Column Definition

The Change Write Column function changes the column address being written to in the page
register for the selected LUN.

The figure below defines the Conv. Protocol Change Write Column behavior and timings:

As defined for Page As defined for Page
(Cache) Program (Cache) Program

| |
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Figure 6-30 Conv. Protocol Change Write Column Timing

C1-C2 New column address to be set for subsequent data transfers. C1 is the least
significant byte.

Dn Data bytes being written to previous addressed column
Dk Data bytes being written starting with the new addressed column

The host shall not write data to the LUN until tCCS after the last column address was written to
the LUN.

NAND Vendors may require the host to issue an 11h to end the ongoing data input burst first, wait
either tPLPBSY time or a vendor specific fixed delay prior to issuing the Change Write Column
command (see vendor datasheet).

6.23. Change Row Address Definition

The Change Row Address function changes the row and column address being written to for the
selected LUN. This mechanism may be used to adjust the block address, page address, and
column address for a Program that is in execution. The LUN and plane address shall be the same
as the Program that is in execution.

233



The figure below defines the Conv. Protocol Change Row Address behavior and timings:

As defined for Page As defined for Page
(Cache) Program (Cache) Program
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Figure 6-31 Conv. Protocol Change Row Address Timing

C1-C2 New column address to be set for subsequent data transfers. C1 is the least
significant byte.

R1-R3 Row address of the page being programmed. The LUN address and plane
address shall be the same as the Program in execution. R1 is the least
significant byte.

Dn Data bytes being written prior to row address change; will be written to new row
address

Dk Data bytes being written to the new block and page, starting with the newly
addressed column

NOTE: NAND Vendors may require the host to issue an 11h to end the ongoing data input burst
first, wait either tPLPBSY time or a vendor specific fixed delay prior to issuing the Change Row
Address command (see vendor datasheet).

The host shall not write data to the LUN until tCCS after the last row address was written to the
LUN.

6.24. Volume Select Definition (Conv. Protocol Only)

The Volume Select command is used in the Conv. Protocol to select a particular Volume based
on the address specified. Volume Select is required to be used when CE_n pin reduction is used
or when matrix termination is used.

The figure below defines the Conv. Protocol Volume Select command sequence behavior and
timings:
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Figure 6-32 Conv. Protocol Volume Select Timing Diagram

Notes:

1. The host shall not issue new commands to any LUN on any Volume until after tVDLY.
This delay is required to ensure the appropriate Volume is selected for the next command
issued. During a data input operation, Volume Select command may be issued prior to
the 10h, 11h, or 15h command if the next command to the Volume in data input mode is
Change Row Address. In this case, the host shall wait tCCS before issuing the Change
Row Address command.

2. The host shall not bring CE_n high on any Volume until after tCEVDLY. This delay is
required to ensure the appropriate Volume is selected based on the previously issued
Volume Select command.

The table below defines the Volume Address field specified as part of the command:

Volume Address 7 | 6 | 5 | 4 3 | 21 1 ] o
VA Reserved (0) Volume Address

Table 6-7 Volume Address Field Definition

Volume Address Specifies the Volume to select.

The Volume Select command is accepted by all NAND Targets that are connected to a particular
Host Target. The command may be executed with any LUN on the Volume in any state. The
Volume Select command may only be issued as the first command after CE_n is pulled low;
CE_n shall have remained high for tCEH in order for the Volume Select command to be properly
received by all NAND Targets connected to the Host Target. DQS (DQS_t) shall remain high for
the entire Volume Select command sequence.

When the Volume Select command is issued, all NAND Targets that have a Volume address that
does not match the address specified shall be deselected to save power (equivalent behavior to
CE_n pulled high). If one of the LUNs in an unselected Volume is an assigned terminator for the
selected Volume, then that LUN will enter the Sniff state. Refer to Table 4-24 for a description of
LUN states for matrix termination.

If the Volume address specified does not correspond to any appointed volume address, then all
NAND Targets shall be deselected until a subsequent Volume Select command is issued. If the
Volume Select command is not the first command issued after CE_n is pulled low, then the

NAND Targets revert to their previously selected, deselected, or sniff states (volume reversion).

235



6.25. ODT Configure Definition (Conv. Protocol Only)

The ODT Configure command is used to configure on-die termination when using matrix
termination. Specifically, ODT Configure specifies whether a particular LUN is a terminator for a
Volume(s) and the Rtt settings. If the LUN is specified as a terminator for one or more Volumes,
then the LUN shall enable on-die termination when either data input or data output cycles are
executed on the Volume(s) it is acting as a terminator for.

The figure below defines the Conv. Protocol ODT Configure behavior and timings:
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Figure 6-33 Conv. Protocol ODT Configure Timing Diagram

LUN Specifies the LUN that acts as a terminator. This field is formatted in the
same manner as the row address byte that contains the LUN address.
Refer to section 3.1. Note that the LUN address may require more than
one address cycle if the LUN address spans more than one row address
byte. See vendor device datasheet for the number of LUN address
cycles needed for this command.

MO Lower byte of the ODT configuration matrix.
M1 Upper byte of the ODT configuration matrix.
Rtt1 Termination settings for DQ[7:0)/DQS.

Rtt2 Termination settings for RE_n

R Reserved (0h)

When issuing ODT Configure, each data byte is transmitted twice. The device shall only latch one
copy of each data byte. See section 4.3.

The table below defines the MO and M1 parameters for the command. If a bit is set to one in
these parameters, then the LUN shall act as the terminator for the corresponding Volume (Vn)
where n corresponds to the Volume address.

Parameter 7 6 5 4 3 2 1 0
MO V7 V6 V5 V4 V3 V2 V1 VO
M1 V15 V14 V13 V12 V11 V10 V9 V8

Table 6-8 ODT Configure M0 and M1 Parameter Definition
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The table below defines Rtt1 and Rtt2 parameters for the command:

Rtt Settings

7

| 6 [ 5 [ 4 3 ] 21T 1] o0

Ritt1

DQ[7:0/DQS/DBI Rtt & ODT | DQ[7:0/DQS/DBI Rit & ODT

Enable for Data Output Enable for Data Input

Rit2

Reserved RE n Rtt & ODT Enable

Table 6-9

ODT Configure Rtt1 and Rtt2 Parameter Definition

DQ[7:0)/DQS/DBI Rtt & ODT Enable for Data Input

Oh =
1h =
2h =
3h =
4h =
5h =
6h-Fh

This field controls the on-die termination settings for the DQ[7:0],
DQS_t and DQS_c signals for data input operations (i.e. writes
to the device).
The values are:
ODT disabled
ODT enabled with Rtt of 150 Ohms
ODT enabled with Rtt of 100 Ohms
ODT enabled with Rtt of 75 Ohms
ODT enabled with Rtt of 50 Ohms
ODT enabled with Rtt of 30 Ohms (Optional)
Reserved

DQ[7:0)/DQS/DBI Rtt & ODT Enable for Data Output

Oh =
1h =
2h =
3h =
4h =
5h =
6h-Fh

RE_n Rtt & ODT Enable

Oh =
1h =
2h =
3h =
4h =
5h =
6h-Fh

This field controls the on-die termination settings for the DQ[7:0],
DQS_t and DQS_c signals for data output operations (i.e. reads
from the device).

The values are:

ODT disabled

ODT enabled with Rtt of 150 Ohms

ODT enabled with Rtt of 100 Ohms

ODT enabled with Rtt of 75 Ohms

ODT enabled with Rtt of 50 Ohms

ODT enabled with Rtt of 30 Ohms (Optional)

Reserved

This field controls the on-die termination settings for the RE_t
and RE_c signals.

The values are:

ODT disabled

ODT enabled with Rtt of 150 Ohms

ODT enabled with Rtt of 100 Ohms

ODT enabled with Rtt of 75 Ohms

ODT enabled with Rtt of 50 Ohms

ODT enabled with Rtt of 30 Ohms (Optional)

Reserved

When this command is issued, then the updated termination settings take effect immediately. The
host should take care when modifying these settings to avoid any signal integrity issues. If issues
occur after, then it is recommended to transition to a slower timing mode, make the appropriate
updates to the termination settings, and then transition back to the faster timing mode.

The on-die termination settings are retained across all reset commands, including Reset (FFh).
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6.26. ODT Disable/Enable (Conv. Protocol Only)

ODT termination causes signal swing on the channel to be smaller than that of an unterminated
channel. The NAND and controller internal VrefQ, however, can still be at an untrained state and
the smaller signal swing with ODT can cause failure of Set Feature or Read Status and Get
Feature sequences. The ODT Disable (1Bh) and ODT Enable (1Ch) commands allow the host to
disable and enable the ODT on the NAND via command cycles to work around such limitations.

NAND devices and host shall support ODT disable and enable using using 1Bh/1Ch commands.
e 1Bh disables target and non-target ODT operations

¢ 1Ch enables target and non-target ODT operations
Unterminated

DQ[7:0] ~ 1Bh ) EFh X FA )—( Pt X P2 ¥ P3 ) P4 >_,

R/B tODTOFF ﬂ:EAT§
n :
N Terminated t::

! f ‘
DQ[7:0] +——— 1ch }~ 63h Y ADDR}—— BO | B1} B2 | B3 | B4 }----
E tODTON "Jl“' Write Training TX

Figure 6-34 Conv. Protocol ODT Disable/Enable Timing

R/B_n | tFEAT

6.27. ZQ Calibration Long

The ZQ CALIBRATION LONG (ZQCL) command is used to perform the initial calibration

during a power-up initialization or reset sequence. Writing F9h to the command register, followed
by one row address cycle containing the LUN address performs ZQCL on the selected die. This
command may be issued at any time by the controller, depending on the system environment.
The ZQCL command triggers the calibration engine inside the NAND. After calibration is
achieved, the calibrated values are transferred from the calibration engine to the NAND 1/O,
which are reflected as updated RON and Ritt values.

During ZQCL operation, no array operations are allowed on the NAND device that is performing
the ZQCL operation. Array operations are allowed on any of the other NAND devices that share
the ZQ signal with the NAND device that is performing the ZQCL operation.

The NAND is allowed a timing window defined by tZQCL to perform a full calibration and transfer
of values. When ZQCL is issued the timing parameter tZQCL must be satisfied.

When ZQCL operation is complete, the host shall check status. If the FAIL bit is set (i.e.
SR[0]=1), then the calibration procedure failed and user should check the RZQ resistor
connection. If the ZQCL operation fails, the device will revert to a vendor specific value. If RESET
operation is executed during the ZQCL operation, the NAND device will revert to factory settings
for output driver strength and ODT values (e.g. as if no ZQ calibration was performed).
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Figure 6-35 Conv. Protocol ZQ Calibration Long
6.28. ZQ Calibration Short

The ZQ CALIBRATION SHORT (ZQCS) command is used to perform periodic calibration

to account for small voltage and temperature variations. Writing D9h to the command register,
followed by one row address cycles containing the LUN address, performs ZQCS on the selected
die. A shorter timing window is provided to perform the reduced calibration and transfer of values
as defined by timing parameter tZQCS. A ZQCS command can effectively correct a minimum of
1.5% RON and Rtt impedance error within tZQCS.

During ZQCS operation, no array operations are allowed on the NAND device that is performing
the ZQCS operation. Array operations are allowed on any of the other NAND devices that share
the ZQ signal with the NAND device that is performing the ZQCS operation.

When ZQCS operation is complete, the host shall check status. If the FAIL bit is set (i.e.

SR[0]=1), then the calibration procedure failed and user should follow vendor specific
instructions. If the ZQCS operation fails, the device will revert to a vendor specific value.

Cycle Type —< CMD >—< ADDR >

DQx —< D9h >—< LUN >
tw

B tzaQcs

R/B_n

Figure 6-36 Conv. Protocol ZQ Calibration Short

6.29. Set Features Definition

The Set Features function modifies the settings of a particular feature. For example, this function
can be used to enable a feature that is disabled at power-on.

The figure below defines the Conv. Protocol Set Features behavior and timings:
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Figure 6-37 Conv. Protocol Set Features Timing

NOTE: NAND vendors may opt to keep the busy signal high, requiring a vendor specific
fixed delay time instead. Refer to vendor device datasheet.

FA Feature address identifying feature to modify settings for.

P1-P4 Parameters identifying new settings for the feature specified.

P1 Sub feature parameter 1
P2 Sub feature parameter 2
P3 Sub feature parameter 3
P4 Sub feature parameter 4

Refer to section 8 for the definition of features and sub feature parameters.

When issuing Set Features, each data byte is transmitted twice. The device shall only latch one
copy of each data byte (see section 4.3).

The LUN Set Features (D5h) command functions the same as the target-level Set Features
(EFh) command except only the addressed LUNs settings are modified. It shall be assumed that
wherever Set Features command is mentioned in this document that LUN Set Features functions
the same except where differences are explicitly stated.
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Figure 6-38 Conv. Protocol LUN Set Features Timing

NOTE: NAND vendors may opt to keep the busy signal high, requiring a vendor specific
fixed delay time instead. Refer to vendor device datasheet.

LUN  LUN Address. LAO = bit 0, LA1 = bit1, LA2 = bit 2. (i.e. LUN O = 00h, LUN 1 =
01h)

FA Feature address identifying feature to modify settings for.
P1-P4 Parameters identifying new settings for the feature specified.

P1 Sub feature parameter 1
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P2 Sub feature parameter 2
P3 Sub feature parameter 3
P4 Sub feature parameter 4

6.30. Get Features Definition

The Get Features function is the mechanism the host uses to determine the current settings for a
particular feature. This function shall return the current settings for the feature (including
modifications that may have been previously made with the Set Features function).

The figure below defines the Conv. Protocol Get Features behavior and timings:
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Figure 6-39 Conv. Protocol Get Features Timing

NOTE: NAND vendors may opt to keep the busy signal high, requiring a vendor specific
fixed delay time instead. Refer to vendor device datasheet.

FA Feature address identifying feature to return parameters for.

P1-P4 Current settings/parameters for the feature identified by argument P1

P1 Sub feature parameter 1 setting
P2 Sub feature parameter 2 setting
P3 Sub feature parameter 3 setting
P4 Sub feature parameter 4 setting

After reading the first byte of data, the host shall complete reading all desired data before issuing
another command (including Read Status or Read Status Enhanced).

When issuing Get Features, each data byte is received twice. The host shall only latch one copy
of each data byte. See section 4.3.

If Read Status is used to monitor when the tFEAT time is complete, the host shall issue a
command value of 00h to begin transfer of the feature data starting with parameter P1.

The LUN Get Features (D4h) command functions the same as the target level Get Features
(EEh) command except only the addressed LUNSs settings are returned. It shall be assumed that
wherever Get Features command is mentioned in this document that LUN Get Features functions
the same except where differences are explicitly stated.
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Figure 6-40 Conv. Protocol LUN Get Features Timing

NOTE: NAND vendors may opt to keep the busy signal high, requiring a vendor specific
fixed delay time instead. Refer to vendor device datasheet.

LUN

FA

P1-P4

LUN Address. LAO = bit 0, LA1 = bit1, LA2 = bit 2. (i.e. LUN 0 = 00h, LUN 1 =
01h, etc.)
Feature address identifying feature to return parameters for.

Current settings/parameters for the feature identified by argument P1

P1 Sub feature parameter 1 setting
P2 Sub feature parameter 2 setting
P3 Sub feature parameter 3 setting
P4 Sub feature parameter 4 setting

Refer to section 8 for the definition of features and sub feature parameters.
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7. Data Training and Monitor Features
7.1.Introduction and Training Flow

This section contains descriptions of different data training and monitoring features that may be
supported on ONFI NAND devices.

Refer to the 4.1 Data Interface Overview section for general guidance as to when these features
are typically required to support a particular data rata rate.

Refer to the 4.5 Interface Initialization section for general guidance on the recommended
initialization and data training flow.

The figure below shows an example of a more detailed data training flow employing the various

DCC Training

training features:

Init & ZQ Cal

'

_ - —»| SetWDCA
1

1 — ‘
Set Input DFE Offset &
Pre-Drive

-
E=N .
Repeat

‘ g

‘ Set Optimal WDCA & DFE ‘ ) Shmoo =

Offset & Pre-Drive

¢ Set Optimal Internal
‘ Write Training with Per- ‘ Vref

Pin VREFQ Offsets

!

[ Set Optimal Per-Pin VREFQ Offsets J

|

[ Run DQS Oscillator sequence, J

& Optimal Output DFE
Pre-Drive Setting

Set Optimal RDCA ‘

Repeat ‘
\

get initial oscillator reading

Figure 7-1 Example Data Training Flow

243



7.2.DCC Training

DCC Training enables the NAND device to compensate for duty cycle mismatch on the RE_t/c
signal.

Two types of DCC training are defined: explicit DCC and implicit DCC.

e In Explicit DCC training, the training is performed using a specific command sequence.
Explicit DCC training may be initiated via Set Feature or if supported by the NAND
vendor, via command (see vendor datasheet).

e In Implicit DCC training, the NAND devices carries out DCC training during warmup
cycles. The specific number of warmup cycles is defined in the NAND vendor datasheet.

When performing a status read to read out the pass/fail results of DCC training, since DCC
Training is performed before Read DQ Training, it is recommended that the DQS falling edge or
the successive DQS rising edge is used to capture the read status data.

7.2.1. Explicit DCC Training using Set Feature

Explicit DCC training using Set Feature is initiated by setting the DCCE_EN enable bit at Feature
Address 20h P1[0]. When DCCE_EN is enabled, the DCCI_EN bit at P1[1] becomes a “don’t
care”. On power-up, DCCE_EN shall be disabled.

After issuing the Set Feature to enable DCCE_EN, the host shall issue the Random Data Out
command with the address information based on the Set Feature command used to enable the
DCC training feature and calibrate RE_t and RE_c by sending those signals for a page size.
(Page size shall be given by vendor datasheet.). If the Set Feature command used was an EFh
command, then the addresses for the Random Data Out command sequence shall be filled with
00h. If the Set Feature command used was the D5h (Set Feature for Each LUN) command, then
the addresses for the Random Data Out command sequence must have the same LUN address
that was used during the D5h command. If LUN address is not used in the Random Data Out
sequence, then fix all column address to “00h”. The host shall then calibrate RE_t and RE_c by
sending those signals for a page size. During the data output cycles produced by these RE_t and
RE_c toggles, the DQ and DQS of the LUNs under training may be driven or Hi-Z depending on
the NAND vendor DCC Training implementation. Refer to the NAND vendor datasheet to see if
DQ and DQS are driven or Hi-Z during this time. The data for these data output cycles shall be
invalid and ignored by the host. Care should be taken to avoid bus contention during these data
output cycles, especially for multi-LUN DCC training cases where the NAND vendor DCC
Training implementation drives the DQ and DQS signals.

After sending RE_t and RE_c for page size length, Status Check shall be performed to confirm
whether DCC is Pass or Fail via SR[0]. If fail, the host shall issue Random Data Out command
and resend RE_t and RE_c signals to calibrate again. If EFh is used, all the LUNs under the
Target perform DCC (All LUN DCC). If D5h command is used, selected LUN under the Target
performs DCC (Single LUN DCC). The device may support either or both of All LUN DCC and
Single LUN DCC. See vendor’s datasheet. After completing Explicit DCC using Set Feature,
DCCE_EN shall be set to 0.
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Figure 7-2 DCC Training using Set Feature

7.2.2. Explicit DCC Training using Command (Optional)

Explicit DCC training using a command can be initiated using CMD18h followed by LUN Address.
After issuing LUN address, the host shall calibrate RE_t and RE_c by toggling these signals for a
page size. (Page size shall be given by vendor datasheet). The data returned by the device is
vendor specific data pattern so that there is no impact of data pattern on DCC training. After
sending the required number of RE_t and RE_c signals, Status Check shall be performed to
confirm whether DCC is Pass or Fail. If status is a Fail, user has to issue RESET command (FFh)
wait for the RESET command to execute and then re-issue the Command based DCC sequence.

T DQ [7:0] —( CMD_18h }(-I. UM -ﬁ.DDR} { Wendor specific data _:l—
; ]

% E - TWHRT

How - __Pogenead _

T T —————— S A W B S A ) A —
L — S S W S S S

Figure 7-3 DCC (RE_t/c) Training using Command (Optional)

Timing specs of RE_t/RE_c during DCC page read will follow normal Read timing as per vendor
datasheet.

7.2.3. Implicit DCC Training

Implicit DCC is an optional feature for the NAND devices to support. It is initiated by the host
setting the DCCI_EN bit at Feature Address 20h P1[1]. If DCCI_EN is enabled, the NAND device
carries out DCC training to update the training result during warm up cycles where “warm up
cycles” is sometimes referred to “DQS latency”. Implicit DCC may require specific number of
warm up cycles to be set and it shall be given in the vendor datasheet.
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7.3.Read Duty Cycle Adjustment (RDCA)

Read Duty Cycle Adjustment (RDCA) is an optional NAND feature that provides a way for the
NAND to compensate input RE_t/c duty cycle distortion. The RDCA feature is recommended to
apply for the offset compensation of the duty cycle mismatch after DCC training and is controlled
via FA28h.

7.4.Read DQ Training

Read DQ Training is a feature which allows the host to align DQS and DQ signals caused by
mismatches in the signal paths.

During Read DQ Training, the NAND outputs a 16-bit user-defined pattern on each of the DQ
pins. A total of 16 bytes is outputted by the NAND device, although NAND vendors may optionally
provide a 32-byte pattern.

Read DQ Training is initiated by issuing a [Read DQ Training] command 62h followed by LUN
Address then three address cycles. Three address cycles are 1st address (8bit invert mask), 2nd
address (first eight-bit pattern) and 3rd address (second eight-bit pattern). The following table
shows example data pattern (i.e. 1st 35h, 2nd 5Ah, 3rd 82h address).

Inverse Setting 16""31 (Opt|ona|)

2" |Input DATA : 82h Swap 1st,2nd data of DQ4~7 «— DQO~3 (Optional)

) 18t Input DATA : 5Ah

1
(Inverse)

DQo 1 0 1 0 0 1 0 1 1 0 1 1 1 1 1 0 1 0 1 0 0 1 0 1 1 0 1 1 1 1 1 0

DQ1 0 0 1 0 1 1 0 1 0 0 1 0 0 0 0 0 1 1 0 1 0 0 1 0 1 1 0 1 1 1 1 1 0

DQ2 (Invlrse) 1 0 1 0 0 1 0 1 1 0 1 1 1 1 1 0 0 1 0 1 1 0 1 0 0 1 0 0 0 0 0 1

DQ3 0 0 1 0 1 1 0 1 0 0 1 0 0 0 0 0 1 0 1 0 1 1 0 1 0 0 1 0 0 0 0 0 1
35h

1

pa4 (Inverse)

DQ5 1 1 0 1 0 0 1 0 1 1 0 1 1 1 1 1 0 0 1 0 1 1 0 1 0 0 1 0 0 0 0 0 1
(Inverse)

DQé 0 0 1 0 1 1 0 1 0 0 1 0 0 0 0 0 1 1 0 1 0 0 1 0 1 1 0 1 1 1 1 1 0

DQ7 0 0 1 0 1 1 0 1 0 0 1 0 0 0 0 0 1 0 1 0 1 1 0 1 0 0 1 0 0 0 0 0 1

Figure 7-4 Example of User Defined Pattern for Read DQ Training

If 1’ is indicated by a bit in 1st address, DQx corresponding to a bit shall be inverted and the
NAND device outputs data pattern designated by 2nd and 3rd addresses masked 1/O following in
invert mask indicated by 1st address by RE, /RE toggling, the data will be inversed by masked
I/O.

If host issue RE, /RE toggling for more than the vendor defined pattern length, data will be
wrapped.
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Figure 7-5 Read DQ Training

7.5. Write Duty Cycle Adjustment (WDCA)

Write Duty Cycle Adjustment (WDCA) provides a way for the NAND to compensate for input DQS
duty cycle loss at the NAND device.

The controller repeats between configuring NAND WDCA settings and performing Write Training
sequence to find the optimum WDCA setting. The tFEAT time for feature address 24h is vendor
specific.

7.6.Write Per-Pin VREFQ Offsets

Write Per-Pin VrefQ offsets allow the host to fine-tune internal VrefQ levels on a LUN to
compensate for pin-pin timing variation.

The base NAND VrefQ setting is provided by FA23h while FA40h & FA41h provide the pin
specific offset information. The final VrefQ setting for a pin is determined by the base setting from
FA23h and the offset information from FA40h/41h.

7.7.Decision Feedback Equalizer (DFE)

The NAND Decision Feedback Equalizer (DFE) feature provides a way for the NAND to
compensate for data eye aperture shinkage during data input at higher data rates. The DFE
feature also provides a way to enable DQ pre-drive behavior during data output.

Feature Address 27h controls DFE feature operations. FA 27h P1[2:0] enables/disables DFE for
data input and controls the DFE coefficient. FA 27h P1[5:4] control DQ pre-drive initialization
behavior for data input while P1[7:6] control DQ pre-drive behavior for data output.

When DFE for data input is enabled via FA 27h P1[2:0], NAND devices with 1-tap DFE require
2U1 DQ pre-drive to 0, in order to precondition DFE circuitry prior to the burst of user data. The
pre-drive setting for data input is configured via FA 27h P1[5:4]. Note: Prior to configuring the
DFE DQ pre-drive settings for data input in FA 27h, the host must have first configured the
number of warmup cycles for data input in FAO2h to a setting that is greater than or equal to the
number of input pre-drive cycles (1 warmup cycle = 2Ul pre-drive).

The figure below shows how DQ signals must be pre-driven to 0 by the controller for 2Ul for the
1-tap DFE case and 4UI for the 4-tap DFE case. NAND support for 4-tap DFE is optional. It is
vendor specific whether 4Ul or 8UI DQ pre-drive to 0 is required when 4-tap DFE is supported.
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Figure 7-6 DFE DQ Pre-Drive for Data Input Examples

The FA 27h P1[7:6] bits control the DQ output pre-drive from the NAND. DQ output pre-drive
forces the NAND to output O for a certain number of Ul. This is useful in cases where the
controller supports DFE and requires the DQ signals to be pre-driven to 0 for DFE circuitry
initialization. Note: Prior to configuring the DFE DQ pre-drive settings for data output in FA 27h,
the host must have first configured the number of warmup cycles for data output in FAO2h to a
setting that is greater than or equal to the number of output pre-drive cycles (1 warmup cycle =
2UI pre-drive).

The figure below shows DQ signals being pre-driven by the NAND to 0 for 2Ul and 4 Ul cases:

tDQSRE
o —y N

R X {_ XOC X X O XX O XX O X O XD
DQs N, ', _/ /] L/
oai7:el (- Xeo)(er)oz)(ea o X os X(oe o7 X 0e Yoo Yore)orfprzforeXpreforelereXorrers)
Don't care
tDQSRE
RE X
DQs

.......... —

4 [, W L S ST VY | U ) S L U N U ) S U S—
oQI7:0] a— C0.C.C G 3 €3.€2 £ C @D, S, @B B G0, ED D,
Don't care ” -
1-cycle latency
tDQSRE
RE
0QI7:0] { — oo Yot o2 (03 X 0+ (05 X o Y07 X 08 )X 0e Xo10)11)Yp12XD12Kp14)

Don't care —_—
2-cycles latency

Figure 7-7 DFE Pre-Drive for Data Output
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7.8.Write DQ Training (Tx Side)

Write DQ Training (Tx Side) is a training feature which allows the host to align DQS and DQ
signals at the NAND latch. With Write DQ Training (Tx Side), host-side delays are tuned to
compensate for DQ and DQS path mismatches.

To perform Write training Tx side, the controller shall issue 63h command followed LUN address.
After issuing LUN address, the host shall input data pattern and confirm whether the input is
successfully done by checking the output by NAND in following sequence.

Data sizes for Write DQ is pre-defined by NAND. The host shall recognize the data sizes by Get
Feature (Feature Address = 20h, P3) and shall input and output the data based on the size. If
fewer data than pre-defined data bytes are written, then unwritten registers will have un-defined
data when read back. If over pre-defined data bytes read were executed, the data are also un-
defined and invalid.

After writing data to the NAND with 63h command, the data can be read back with 64h command
followed by LUN address and the results shall be compared with “expected” data to see if further
training (DQ delay) is needed.

DQ[7:0] {63h—LUN / W Y y
Ay Oy

RB
DQ[7:0] ——{64n—JLUN ~ D0 ¥ D1 X ... " Dn
i —— —'.: . X X
"

Figure 7-8 Write DQ Training (Tx side)

7.9.Write DQ Training (Rx Side, Optional)

Write DQ Training (Rx Side) is a training feature which allows the host to align DQS and DQ
signals at the NAND latch. With Write DQ Training (Tx Side), NAND-side delays are tuned to
compensate for DQ and DQS path mismatches.

To perform Write training (Rx Side), the controller shall issue 76h command followed by LUN
address. After issuing LUN address, the host shall issue 3 address cycles for data pattern format.
The definition of these 3 address cycles are the same as the ones mentioned in read training.
After the 3 address cycles, the host shall issue data input with the same pattern determined by
the 3 address cycles for 1 full page. The input data shall be wrapped around the data pattern
length (16 or 32) until a full-page data is issued. The training sequence shall be ended by 11h
command and the NAND will perform write training during the R/B_ time (tWTRN). The host may
poll the R/B_ status by status command to check the completion of the training operation. The
status of the training for each DQ can be checked by issuing Get Feature by LUN with address
21h (P2 and P3). The complete byte definition is given in the Feature Address 21h table.

DIN Burst
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CMD

cMD ADD ADD ADD ADD \
cve oe o¥e o¥e [as [ l Ye
. Byt n Y
2 (oI HE)—(00000000!
set \_’
R/B tWTRN(max) =200us

DIN Burst: Data Input with the same pattern specified in 3 address cycle wrapping
around the data pattern length (16 or 32) for 1 full page.

Figure 7-9 Write DQ Training (Rx side) Optional

If Write Training (Rx side) passes, then the host may skip Write Training (Tx side).

The following flow chart is an example of the process for doing Write Training (Rx side):

Controller issue Write RX
Training with LUN Addr

Data Input (user defined ar
pre-defined pattern)

NAND Scan Eye opening
and adjust for the best

Controller adjust DQS to DQ based _
on status (Feature Address = 21h) tDH/tDH margin

information

Read Status via Get Feature
(Feature Address = 21h)

Figure 7-10 Flow chart for Write DQ Training (Rx side)
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7.10. DQS Oscillator

As voltage and temperature change on the NAND die, the DQS clock tree delay will shift and may
require re-training. NAND devices may include an internal DQS clock-tree oscillator to measure
the amount of delay over a given time interval (determined by the controller), allowing the
controller to compare the trained delay value to the delay value seen later. The DQS oscillator
count value reported by NAND device can be used by the memory controller to periodically train
DQS to the DQ data valid window.

The DQS Oscillator is initiated using command 0Bh followed by LUN address (00h for single
LUN, 01h for All LUN). Host shall wait time (tOSCready) such that NAND internal DQS oscillator
is ready, and host cannot issue any command on the same CE during tOSCready. The DQS
oscillator can be started by issuing 00h address cycle, which will start an internal oscillator that
counts the number of times a signal propagates through a copy of the DQS clock tree.

The DQS Oscillator can be stopped by issuing 00h address cycle. When the DQS oscillator is
stopped, the results of the oscillator counter is automatically stored in P1[7:0] and P2[7:0] of
FA26h and host can read these values using get feature (FA26h). P1[7:0] contains the least
significant bits (LSBs) of the result. P2[7:0] contains the most significant bits (MSBs) of the result.
And next CMD can be issued after waiting oscillator completion time (tOSCPOST). If a user
issues any command other than ‘Get Feature or Get Feature by LUN'’ right after tOSCPOST, the
previous DQS oscillator counter result will be invalid because the voltage and temperature
environment can be different between DQS oscillator and other operations.

During the DQS oscillator internal operation from start to stop address cycles, an interleaving
operation except for FFh on the same CE_n/CA_CE_n is not allowed.

When user wants to perform DQS oscillator, the user shall keep CE# ‘Low’ during DQS oscillator
operation. If a NAND enters a low power standby state while DQS oscillator is operating, a NAND
will stop operating the oscillator and the counter results stored in FA26h P1[7:0] and P2[7:0] are
invalid and shall be ignored.

O cMD
00h: Single LUN Start Stop ADD
01h: All LUN N AN o0}
5 AT 00h XXt
o < @ D
CLE _— 7 1\ . >, '
AE P ety T\ Vd f- T
wWE T LA\ S N

mmmummmnm@wuumnmmmmmuummmuummmmummummmmmmwmmm@:m—

[}
Interleaving operation except for FFh on same CE is not allowed | tOSCPOST=100ns

DQS osc, !
1

N LA
1

4

A

" tOSCREADY=100ns
Command input is not
allowed on the same CE

Runtime controlled by host :Stop sign to next CMD

Figure 7-11 Conv. Protocol DQS Oscillator Operation Sequence and Timing
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[}
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Figure 7-12 SCA Protocol DQS Oscillator Operation Sequence and Timing

CMD 1st Address cycle 2"d Address cycle DQS Oscillator Operation
0Bh LUN address (XXh) 00h Operation in the selected single LUN
0Bh 00h 01h Operation in all LUN

Table 7-1 DQS Oscillator Operation Modes Versus 2" Address Cycle

Parameter Symbol Min Max Unit
Minimum time controller needs to provide during DQS
Osc sequence, between Single LUN/AII LUN address tOSCready 100 - ns
cycle to the 00h Start address cycle

Table 7-2 tOSCready Specification

The controller may adjust the accuracy of the result by running the DQS Oscillator for shorter
(less accurate) or longer (more accurate) duration. The accuracy of the result for a given
temperature and voltage is determined by the following equation:

¢ DQS oscillator granularity error = 2*tDQS2DQ / Runtime

DQS Oscillator
(longer duration)

L% [

TR

DQS Oscillator

(shorter duration) _I_|_|_|_|_|_|_|_H

i
Granularity error

Runtime

—!
! Runtime — 1e—

Granularity error

Figure 7-13 DQS Oscillator Granularity Error
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Additional matching error must be included, which is the difference between DQS training circuit
and the actual DQS clock tree across voltage and temperature. Therefore, the total accuracy of
the DQS oscillator counter is given by the following equation:

DQS Oscillator accuracy = 1 — Granularity Error — Matching Error
The NAND flash DQS oscillator counter will count to its maximum value(=216-1= FFFFh ) and

stop. The longest runtime for the oscillator that will not overflow the counter registers can be
calculated as follows:

Longest tDQS2DAQ runtime interval = 216 * [2*tDQS2DQ(min)] = 216 * [2*100ps] = 13.1072 u s

Users should set DQS oscillator runtime below longest tDQS2DQ runtime interval for the counter
code not to be overflowed.

7.10.1. DQS Oscillator Matching Error

The DQS Oscillator matching error is defined as the difference between the DQS Oscillator circuit
(tDQSosc) and the actual DQS clock tree (tDQS2DQ) across voltage and temperature.

_,.
[Fixed voltage] T |offsetz_temp
. ]
Time
(ps) o
b ® 1Das2DQ
. "'__.- W DQ50sc
[ ¥ )
OSCaffset temp = avgloffset]_temp, offset2_temp)
."'. . Offset]_temp (at end point)=tD0S2DQIT) - tDQS0sT)
offfet_temp I Offset2_temp (at end point)=tDQS2DQ(T) - tDASosA(T)
[ |
Temp(T)

OSChmatch_temp = tDQS2DQ(T) - tDQSOSC(T) — OSCoffset_temp
tDQSosc(T) = Runtime / (2*count)
OSCoffset_temp = average (tDQS2DQ(T) - tDQSosc(T))

Figure 7-14 DQS Oscillator offset_temp
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Time [Fix.ed temp.]

(ps) e tDQS2DQ
S~ ¢ tDQSosc

N ]
~

Offset!_volt *~_

-~
- ~

OSCoffset_volt=avg(offset1_volt, offset2_volt) Tl I Offset? volt
L

Offset1_volt(atend point) = tDQS2DQ(V)-tDQSosc(V)
Offset2_volt(atend point) = tDQS2DQ(V)-tDQSosc(V)

Voltage(V)

OSCmatch_voIt = tDQSZDQ(V) - tDQSOSC(V) - OSCoﬂset_volt
tDQSosc(V) = Runtime / (2*count)
OSCofrset voit = average (tDQS2DQ(V) - tDQSosc(V))

Figure 7-15 DQS Oscillator offset_volt

Parameter Symbol Min Max Unit Notes
Error vatage variation OSCrn o 25 25 s | 1.2
D0S Oscltor ety | 0SCmny | 29 2 o |12
Eﬁggoesf;':gt‘i’gr? fiset for OSCofet vo -200 200 ps 2
lomperatire varation | OSCeteums | 200 200 oo | 2

Note1: The OSCmateh is the matching error between the actual DQS and DQS oscillator over voltage
and temp.
Note2: This parameter will be characterized or guaranteed by design.

Figure 7-16 DQS Oscillator Matching Error Specifications
7.11. Write Training Monitor (Optional)

Write Training Monitor is a method by which systems can monitor the effects of voltage and
temperature changes on system timing margins. With voltage and temperature changes on the
system, there is a need for a method to monitor whether the last obtained optimum training

254




settings are still sufficient to produce low error rates on the interface. A method to monitor
sufficiency of the last obtained optimum settings is described below:

After write training and before DV/DT After write training and after DV/DT
1 1 1
1 1 1
1 1 1
DQSn— R DQSn— ¥
DQS SRS ——— —DQs S ——
DQ Fail(tDs) +—| |—» Fail (tDH) DQ Fail(tDS) +— \—» Fail (tDH)
>
X Y A
1 1 1
Through the first interface training establish When there is a trigger to monitor the interface,
optimum DQS/DQSn strobe point with pass Controller tries 2 training settings of + A DACs,
margin of -X DACs and Y DACs and judge the state of interface

If pass, then no need to retrain
1f fail, do interface training again

Figure 7-17 Write Training Monitoring Method

Complete Interface training

and establish optimum DQS

strobe point with a passing
range

Time to
monitor
interface?

Dummy Write (63h) / Read
(64h) with optimum setting
+A DACs

Initiate Interface Retraining

Figure 7-18 Write Training Monitor Flowchart

255



8. Feature Parameter Definitions

NAND devices only support feature parameters defined in ONFI specification revisions that they
comply with.

Feature settings are volatile across power cycles. For each feature setting, whether the value
across resets is retained is explicitly stated.

Reserved bits shall be cleared to zero by the host. Targets shall not be sensitive to the value of
reserved fields.

Feature Address Description
00h Reserved
01h Timing Mode
02h Interface Configuration
03h-0Fh Reserved
10h I/O Pull-Down Drive Strength
11h-1Fh Reserved
20h DCC, Read, Write Tx Training
21h Write Training RX
22h Channel ODT, SCA Non-Target ODT Configuration
23h Internal VrefQ value
24h Write Duty Cycle Adjustment (WDCA)
25h Reserved
26h DQS Oscillator
27h Decision Feedback Equalizer (DFE)
28h Read Duty Cycle Adjustment (RDCA)
29h-2Fh Reserved
30h External Vpp Configuration
31h-3Fh Reserved
40h Per-Pin Vrefq Training
41h Per-Pin Vrefq Training
42h Reserved
43h-4Fh Reserved
50h Reserved
51h-57h Reserved
58h Volume Configuration
59h-5Fh Reserved
60h Reserved
61h Reserved
62h-7Fh Vendor specific
80h-FFh Vendor specific

Table 8-1 Feature Parameter Addresses
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8.1.FA 01h: Program Clear

ﬁub Feature 7 6 5 4 3 2 1 0
arameter
P1 R PC’ Reserved (0)
P2 Reserved (0)
P3 Reserved (0)
P4 Reserved (0)
Note:
1. Vendor Specific

Table 8-2 Feature Address 01h

PC The Program Clear bit controls the program page register clear
enhancement which defines the behavior of clearing the page
register when a Program (80h) command is received. If cleared
to zero, then the page register(s) for each LUN that is part of the
target is cleared when the Program (80h) command is received.
If set to one, then only the page register for the LUN and
interleave address selected with the Program (80h) command is
cleared and the tADL time for Program commands is as reported
in the parameter page. This bit is vendor specific. Please see
vendor datasheet for support of the program clear feature

8.2.FA 02h: Interface Configuration Register

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh) and
Reset LUN (FAh) commands.

It is recommended to configure this register while in Timing Mode 0. The host shall take
care to ensure appropriate settings are applied in a manner that avoids signal integrity
issues.

Sub Feature 7 6 5 4 3 2 1 0
Parameter
P1 ODT Self-Termination R CMPR CMPD R
Warmup DQS cycles for Warmup RE_n and DQS cycles for Data
P2
Data Input Output
Internal
P3 VSP | VOH.LTT | DBIL.WR | DBI.RD VREFQ Interface Type
Range
P4 Reserved (R) SCA DQMIRR | SCA OUT
Table 8-3 Feature Address 02h
CMPD If set to one, then the complementary DQS (DQS_c) signal is

enabled. If cleared to zero, then the complementary DQS
(DQS_c) signal is not used. The default value of this field is
vendor specific, please see vendor datasheet.
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CMPR

ODT Self-Termination

Oh
1h
2h
3h
4h
5h

If set to one, then the complementary RE_n (RE_c) signal is
enabled. If cleared to zero, then the complementary RE_n
(RE_c) signal is not used. The default value of this field is vendor
specific, please see vendor datasheet.

This field controls the on-die termination settings for the DQ[7:0],
DBI, DQS _t, DQS_c, RE_t, and RE_c signals. The values are:

ODT disabled

ODT enabled with Rtt of 150 Ohms

ODT enabled with Rtt of 100 Ohms (Optional)
ODT enabled with Rtt of 75 Ohms

ODT enabled with Rtt of 50 Ohms

ODT enabled with Rtt of 30 Ohms (Optional)

Note: Rit settings may be specified separately for DQ[7:0]/DQS
and the RE_n signals. The DQ[7:0)/DQS/DBI may be specified
separately for data input versus data output operation. Refer to
the definition of the ODT Configure command in section 6.25. If
values are specified with the ODT Configure command, then this
field is not used. Get Features returns the previous value set in
this field, regardless of the Rtt settings specified using ODT
Configure.

Warmup RE_n and DQS cycles for Data Output

This field indicates the number of warmup cycles of RE_n and
DQS that are provided for data output. These are the number of
initial “dummy” RE_t/RE_c cycles at the start of data output
operations. There are corresponding “dummy” DQS_t/DQS _c
cycles to the “dummy” RE_t/RE_c cycles that the host shall
ignore. The values are:

Oh = 0 cycles, feature disabled

1h = 1 warmup cycle

2h = 2 warmup cycles

3h = 4 warmup cycles

4h-FFh = Reserved

Warmup DQS cycles for Data Input

This field indicates the number of warmup cycles of DQS that are
provided for data input. These are the number of initial “dummy”
DQS_t/DQS_c cycles at the start of data input operations. The
values are:

Oh = 0 cycles, feature disabled

1h = 1 warmup cycle

2h = 2 warmup cycles

3h =4 warmup cycles

4h-FFh = Reserved

Interface Type (optional)

This field may be used to optionally enable NV-LPDDR4 with
VeeQL (PI-LTT)

Oh = Reserved

1h = NV-LPDDR4 (LTT) (default)

2h = NV-LPDDR4 with VccQL (PI-LTT)
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3h = Reserved

Internal VrefQ Range (Read Only)
This field indicates the range and step size of the internal VrefQ
settings
Oh = Range/Step Size Type 1/Value 1
1h = Range/Step Size Type 2/Value 2
2h = Range/Step Size Type 3/Value 3
3h = Reserved

DBI.RD (optional)
This field controlls the DBI usage for Read data transfers. If set
to 1 then DBI is enabled, if cleared to 0 then DBI is disabled for
Read data transfers.

DBI.WR (optional)
This field controlls the DBI usage for Write data transfers. If set
to 1 then DBI is enabled, if cleared to 0 then DBI is disabled for
Write data transfers.

VOH.LTT (optional)
This field may optionally be supported. When set to 1 then
VOH.LTT nominal is VccQ/2.5, if cleared to 0 then VOH.LTT
nominal is VccQ/3.

SCA_OUT (optional, SCA)
This field controls the SCA protocol CA output packet format
Oh (default) = single-byte CA output format
1h = multi-byte CA output format

SCA_DQMIRR (optional, SCA)
This field controls SCA protocol DQ mirror function enable/disable
Oh (default) = DQ mirror function disabled
1h = DQ mirror function enabled

8.3.FA 10h: 1/O Pull-Down Drive Strength

For the NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT) interfaces, FA10h
P1[3:0] controls the drive strength of the pull-down device while the output drive strength
of the pull-up device is controlled by FA22h P1[3:0] Channel ODT settings.

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh) and
Reset LUN (FAh) commands.
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|?ub Feature 6 5 4 3 2 1 0
arameter

P1 Reserved (0) PDN Drive Strength
P2 Reserved (0)

P3 Reserved (0)

P4 Reserved (0)

Drive strength

Table 8-4 Feature Address 10h

0000b: 18 Ohm (Optional)

0001b: 25 Ohm (Optional)

0010b:  37.5 Ohm

0011b: 50 Ohm

0100b: 37.5 Ohm (power-on default)

8.4.FA 20h: DCC Training, Read Training, Write Training Tx

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh) and
Reset LUN (FAh) commands.

Sub Feature

5 4 3 2 1 0

Parameter
DCC Factory | DCCI | DCCE_
P1 Reserved (0) setting “EN EN
P2 Reserved (0)
Reserved Read training
P3 defined Write Training Tx Data Size
pattern length
P4 Reserved (0)
Table 8-5 Feature Address 20h
DCCE_EN
This field controls explicit DCC training setting. If set to 1 then
DCC training is enabled, if cleared to 0 then DCC training is
disabled.
DCCI_EN

DCC Factory setting

This field controls implicit DCC training during warm up cycles
setting. If set to 1 then DCC training is enabled, if cleared to 0
then DCC training is disabled. A host can disable DCCI_EN if the
host doesn’t need DCC with low frequency operation.

This is an optional function for the NAND device, please refer to
the vendor datasheet if DCC factory setting is supported or not. If
set to a 1, then the factory DCC settings would be used by the
LUN. If cleared to 0, then the DCC calibrated settings would be
used by the LUN.

Write Training Tx Data Size (Read Only)

This field indicates the data size for write training (Tx side) (up to
128bytes). NAND devices may support a Write Training (Tx side)
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Read Training Defined

8.5.FA 21h:

data size less than or greater than the value specified on these
bits. See vendor data sheet for details on the vendor
implementation of these bits.

0000b: 08 Bytes
0001b: 16 Bytes
0010b: 24 Bytes
0011b: 32 Bytes
0100b: 40 Bytes
0101b: 48 Bytes
0110b: 56 Bytes
0111b: 64 Bytes
1000b: 72 Bytes
1001b: 80 Bytes
1010b: 88 Bytes
1011b: 96 Bytes
1100b: 104 Bytes
1101b: 112 Bytes
1110b: 120 Bytes
1111b: 128 Bytes

pattern length (Read Only)
This field indicates the data pattern length for read training
1b: 32 Bytes
Ob: 16 Bytes

Write Training Rx

The following Sub Feature parameters are to be used for Write Training (Rx side):

Sub Feature 7 6 5 4 3 2 1 0

Parameter

P1 Reserved (0) Internal VrefQ | |y | Factory
Training setting

P2 St_dq3[1:0] | St_dqg2[1:0] St_dq1[1:0] St_dqO[1:0]

P3 St_dq7[1:0] | St_dqg6[1:0] St_dg5[1:0] St_dqg4[1:0]

P4 Reserved (0)

Factory setting

All LUN

Internal VrefQ Training

Table 8-6 Feature Address 21h

This field controls the input path settings as determined by
training/reset or factory settings.

1b: factory setting

Ob: trained value

This is an optional function for the NAND device, please refer to
the vendor datasheet if All LUN Write Training (Rx side) is
supported or not. If this bit is set to 1 prior to write training RX,
then the LUN address cycle is ignored, and the write training is
performed on all LUNSs.
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St_dq (Read Only)

This is an optional function for the NAND device, please refer to
the vendor datasheet if internal Vrefq Training during Write
Training (Rx side) is supported or not. Setting this bit to 1
enables Write Training (Rx side) with internal VrefQ Training.
Clearing the bit to 0 enables normal Write Training (Rx side).

These fields indicate the status of the Rx side Write Training
(DQ[3:0] in sub parameter P2, DQ[7:4] in sub parameter P3).
00b: Centering of dgs to dq0 data eye is successful.

01b: Centering of dgs/dgsn to dq0 data eye failed with dq0 being
too slow with respect to dqs/dgsn

10b: Centering of dgs/dqgsn to dq0 data eye failed with dq0 being
too fast with respect to dgs/dgsn

11b: Centering of dqs/dqgsn to dq0 data eye failed for unknown
reasons

8.6.FA 22h: Channel ODT, SCA Non-Target ODT
Configuration

The channel ODT (CH_ODT) setting controls the strength of the output pull-up device on
the NAND. Using the channel ODT setting the host tells the NAND the ODT strength on
the channel during NAND data output operations and the NAND adjusts the strength of
its output pull-up devices accordingly to support the VOH,nom value. The channel ODT
setting values that are supported are vendor specific. commands. The power-on default
channel ODT value is 50 Ohm (0110b).

The SCA _NTODT_DIN, SCA NTODT_RE and SCA NTODT_DOUT bits are the non-
target ODT settings for a LUN when SCA is enabled.

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh), and

Reset LUN (FAh).

Sub Feature 7 6 5 4 3 2 1 0
Parameter
P1 Reserved (0) Channel ODT (CH_ODT)
SCA Non-Target ODT for
P2 Reserved (0) DQ/DQS/DBI during Data Input
(SCA _NTODT DIN)
SCA Non-Target ODT for RE
P3 Reserved (0) during Data Output
(SCA NTODT RE)
SCA Non-Target ODT for
P4 Reserved (0) DQ/DQS/DBI during Data
Output (SCA_NTODT_DOUT)

Channel ODT setting

Table 8-7 Feature Address 22h

0000b-0001b: Reserved
0010b: 150 Ohms
0011b: 100 Ohms
0100b: 75 Ohms
0101b: 60 Ohms
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0110b: 50 Ohms (default)
0111b: 37.5 Ohms
1000b: 25 Ohms
1001b-1111b Reserved

SCA_NTODT_DIN/
SCA_NTODT_RE/
SCA _NTODT_DOUT setting
Oh = Non-Target ODT disabled
1h = Non-Target ODT enabled with Rtt of 150 Ohms
2h = Non-Target ODT enabled with Rtt of 100 Ohms (Optional)
3h = Non-Target ODT enabled with Rtt of 75 Ohms
4h = Non-Target ODT enabled with Rtt of 50 Ohms
5h = Non-Target ODT enabled with Rtt of 30 Ohms (Optional)
6h-Fh = Reserved

8.7.FA 23h: Internal VrefQ Value

This feature register provides the ability to control the internal VrefQ of a LUN for both
NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT) interfaces.

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh) and
Reset LUN (FAh) commands.

The power-on default internal VrefQ value is 35% of VccQ or VecQL setting (46h).
The NAND internal VrefQ shall not be set to a setting beyond the allowable range even

during Write Training. NAND is not required to implement VrefQ beyond the NAND
Minimum Internal VrefQ Allowable Range.

Sub Feature 7 6 5 4 3 2 1 0
Parameter

P1 Internal VrefQ Value1/Value2/Value3 settings Reserved
P2 Reserved (0)
P3 Reserved (0)
P4 Reserved (0)

Table 8-8 Feature Address 23h

Internal VrefQ Value
This field controls the voltage level of the internal VrefQ.

Internal VrefQ Value1 Range/Step Size
Parameter Min Typ Max Unit
Default 35% VeeQ
Vref_min 0% - - VeeQ
Vref_max - - 63.50% VeeQ
Vref_step 0.35% 0.50% 0.65% VeeQ
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Vref_Set_Tol

-1.75%

0%

1.75%

VeeQ

Table 8-9 NV-LPDDR4 (LTT) Internal VrefQ Value Range/Step-Size/Tolerance for Type1 or
Value1 Settings

Internal VrefQ Value1 Range/Step Size
Parameter Min Typ Max Unit
Default 35% VeeQL
Vref_min 0% - - VeeQL
Vref _max - - 63.50% VecQL
Vref_step 0.35% 0.50% 0.65% VeeQL
Vref_Set_Tol -2.63% 0% 2.63% VeeQL

Table 8-10 NV-LPDDR4 with VccQL (PI-LTT) Internal VrefQ Value Range/Step-
Size/Tolerance for Type1 or Value1 Settings

Internal \(Iof‘::? Internal \(lo;ftg Internal \(l,,ffg Internal \(lor/:e 2?
\g:;S VceQ or \gfég VceQ or \g:;g VceQ or \é':ég VceQ or
VceQl) VceQl) VcceQl) VccQL)
00h 0.00 20h 16.00 40h 32.00 60h 48.00
01lh 0.50 21h 16.50 41h 32.50 61h 48.50
02h 1.00 22h 17.00 42h 33.00 62h 49.00
03h 1.50 23h 17.50 43h 33.50 63h 49.50
04h 2.00 24h 18.00 44h 34.00 64h 50.00
05h 2.50 25h 18.50 45h 34.50 65h 50.50
06h 3.00 26h 19.00 46h 35.00 66h 51.00
07h 3.50 27h 19.50 47h 35.50 67h 51.50
08h 4.00 28h 20.00 48h 36.00 68h 52.00
09h 4.50 29h 20.50 49h 36.50 69h 52.50
0Ah 5.00 2Ah 21.00 4Ah 37.00 6Ah 53.00
0Bh 5.50 2Bh 21.50 4Bh 37.50 6Bh 53.50
0Ch 6.00 2Ch 22.00 4Ch 38.00 6Ch 54.00
0Dh 6.50 2Dh 22.50 4Dh 38.50 6Dh 54.50
OEh 7.00 2Eh 23.00 4Eh 39.00 6Eh 55.00
OFh 7.50 2Fh 23.50 4Fh 39.50 6Fh 55.50
10h 8.00 30h 24.00 50h 40.00 70h 56.00
11h 8.50 31h 24.50 51h 40.50 71h 56.50
12h 9.00 32h 25.00 52h 41.00 72h 57.00
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13h 9.50 33h 25.50 53h 41.50 73h 57.50
14h 10.00 34h 26.00 54h 42.00 74h 58.00
15h 10.50 35h 26.50 55h 42.50 75h 58.50
16h 11.00 36h 27.00 56h 43.00 76h 59.00
17h 11.50 37h 27.50 57h 43.50 77h 59.50
18h 12.00 38h 28.00 58h 44.00 78h 60.00
19h 12.50 3%h 28.50 59h 44.50 7%h 60.50
1Ah 13.00 3Ah 29.00 5Ah 45.00 7Ah 61.00
1Bh 13.50 3Bh 29.50 5Bh 45.50 7Bh 61.50
1Ch 14.00 3Ch 30.00 5Ch 46.00 7Ch 62.00
1Dh 14.50 3Dh 30.50 5Dh 46.50 7Dh 62.50
1Eh 15.00 3Eh 31.00 5Eh 47.00 7Eh 63.00
1Fh 15.50 3Fh 31.50 5Fh 47.50 7Fh 63.50

Table 8-11 Internal VrefQ Value1 Setting Versus Value as % of VccQ or VccQL

For NAND devices that support Type2/Value2 settings (Vendor Specific, See Vendor
datasheet) the following tables apply:

Internal VrefQ Value2 Range/Step Size

Parameter Min Typ Max Unit
Default TBD VeeQ
Vref_min 0% - - VeeQ
Vref_max - - 99.22% | VccQ

Vref_step 0.58% 0.78% 0.98% VeeQ

Vref_Set_Tol | -1.95% 0% 1.95% VeeQ

Table 8-12 NV-LPDDR4 (LTT) Internal VrefQ Value Range/Step-Size/Tolerance for Type2 or
Value2 Settings

Internal VrefQ Value2 Range/Step Size

Parameter Min Typ Max Unit
Default TBD VeeQL
Vref_min 0% - - VeeQL
Vref_max - - 99.22% VccQL

Vref_step 0.58% 0.78% 0.98% VeeQL

Vref_Set_Tol | -2.93% 0% 2.93% VeeQL
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Table 8-13 NV-LPDDR4 with VccQL (PI-LTT) Internal VrefQ Value Range/Step-
Size/Tolerance for Type2 or Value2 Settings

Internal \(IozeZCfl Internal \(Iofi? Internal \(loff,? Internal VrefQ
Yo | vecdor | YOO | vecdor | WO | veeaor | Ye@ | (herVeco
VccQl) VceQl) VccQl)
00h 0.00 20h 25.00 40h 50.00 60h 75.00
01h 0.78 21h 25.78 41h 50.78 61h 75.78
02h 1.56 22h 26.56 42h 51.56 62h 76.56
03h 2.34 23h 27.34 43h 52.34 63h 77.34
04h 3.13 24h 28.13 44h 53.13 64h 78.13
05h 3.91 25h 28.91 45h 53.91 65h 78.91
06h 4.69 26h 29.69 46h 54.69 66h 79.69
07h 5.47 27h 30.47 47h 55.47 67h 80.47
08h 6.25 28h 31.25 48h 56.25 68h 81.25
0%h 7.03 25h 32.03 49h 57.03 69h 82.03
OAh 7.81 2Ah 32.81 4Ah 57.81 6Ah 82.81
OBh 8.59 2Bh 33.59 4Bh 58.59 6Bh 83.59
0Ch 9.38 2Ch 34.38 4Ch 59.38 6Ch 84.38
0Dh 10.16 2Dh 35.16 4Dh 60.16 6Dh 85.16
OEh 10.94 2Eh 35.94 4Eh 60.94 6Eh 85.94
OFh 11.72 2Fh 36.72 4Fh 61.72 6Fh 86.72
10h 12.50 30h 37.50 50h 62.50 70h 87.50
11h 13.28 31h 38.28 51h 63.28 71h 88.28
12h 14.06 32h 39.06 52h 64.06 72h 89.06
13h 14.84 33h 39.84 53h 64.84 73h 89.84
14h 15.63 34h 40.63 54h 65.63 74h 90.63
15h 16.41 35h 41.41 55h 66.41 75h 91.41
16h 17.19 36h 42.19 56h 67.19 76h 92.19
17h 17.97 37h 42.97 57h 67.97 77h 92.97
18h 18.75 38h 43.75 58h 68.75 78h 93.75
19h 19.53 39h 44.53 59h 69.53 79h 94.53
1Ah 20.31 3Ah 45.31 5Ah 70.31 7Ah 95.31
1Bh 21.09 3Bh 46.09 5Bh 71.09 7Bh 96.09
1Ch 21.88 3Ch 46.88 5Ch 71.88 7Ch 96.88
1Dh 22.66 3Dh 47.66 5Dh 72.66 7Dh 97.66
1Eh 23.44 3Eh 48.44 5Eh 73.44 7Eh 98.44
1Fh 24.22 3Fh 49.22 5Fh 74.22 7Fh 99.22

Notes:

1)

Table 8-14 Internal VrefQ Value2 Setting Versus Value as % of VccQ or VccQL

The NAND internal VrefQ shall not be set to a setting beyond the allowable range even
during Write Training.
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2) NAND is not required to implement VrefQ beyond the NAND Minimum Internal VrefQ

Allowable Range.

For NAND devices that support Type3/Value3 settings (Vendor Specific, See Vendor
datasheet) the tables below apply:

Internal VrefQ Type3 Range/Step Size

Parameter Min | Typ | Max Unit
Default Vendor Specific VeeQ
Vref _min Vendor Specific VeeQ
Vref_max Vendor Specific but has to be greater than NAND VeeQ
Minimum Internal VrefQ Allowable max values
Vref_step Vendor specific. Vendor can specify Vref_step Typ to be VeeQ
within 0.25% - 0.75% of VccQ
Vref Set Tol -1.75% | 0% | 1.75% VceQ

Table 8-15 NV-LPDDR4 (LTT) Internal Vrefq Value Range/Step-Size for Type3 or Value3

settings

Internal VrefQ Type3 Range/Step Size

Parameter Min | Typ | Max Unit
Default Vendor Specific VeeQL
Vref_min Vendor Specific VeeQL
Vref_max Vendor Specific but has to be greater than NAND VecQL

Minimum Internal VrefQ Allowable max values
Vref_step Vendor specific. Vendor can specify Vref_step Typ to be VeeQL
within 0.25% - 0.75% of VccQ

Vref Set_Tol -2.63% | 0% | 2.63% VccQL

Table 8-16 NV-LPDDR4 with VccQL (PI-LTT) Internal Vrefq Value Range/Step-Size for

Type3 or Value3 settings

For NAND devices that support Value3 settings:

o VREFI is the VrefQ voltage inside the NAND. VREFI is calculated in the following
manner: VREFI = (VrefQ Setting)*Vref_step + Vref_min.
VrefQ Setting can range from 0 ~ 255 (8b)
If the calculated VREFI = Vref_max, then actual VREFI = Vref_max
e A table showing feature address register setting versus the expected actual VREFI
value can be derived using the formula above and represented in the vendor

datasheet.

8.8.FA 24h: Write Duty Cycle Adjustment (WDCA)

This register contains bits that control the Write Duty Cycle Adjustment (WDCA) feature.

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh) and
Reset LUN (FAh) commands.
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Sub Feature

7 6 5 4 3 2 1
Parameter
P1 WDCA Step Control
P2 Reserved
P3 Reserved
P4 Reserved

Table 8-17 Feature Address 24h, WDCA

P1[4:0] for WDCA Step Control

00000b: Ostep (default)
00001b: +1step
00010b: +2steps
00011b: +3steps

00100b ~ 01111b: +4steps ~ +15steps (Optional)

10000b: Ostep
10001b: -1step
10001b: -2steps
10011b: -3steps

10100b ~ 11111b: -4steps ~ -15steps (Optional)

8.9.FA 26h: DQS Oscillator

This register contains bits related to the DQS Oscillator feature.

After performing the DQS Oscillator sequence and waiting tOSCPOST delay, the P2[7:0]
DQS Oscillator Count — MSB field contains the MSB of the DQS oscillator count while the
P1[7:0] DQS Oscillator Count — LSB field contains the LSB of the count.

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh) and

Reset LUN (FAh) commands.

Sub Feature

7 6 5 4 3 2 1
Parameter
P1 DQS Oscillator Count — LSB (Read Only)
P2 DQS Oscillator Count — MSB (Read Only)
P3 Reserved (0)
P4 Reserved (0)

8.10. FA 27h: Decision Feedback Equalizer (DFE)

This register contains bits related to the Decision Feedback Equalizer (DFE) feature.

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh) and

Table 8-18 Feature Address 26h, DQS Oscillator

Reset LUN (FAh) commands.
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Sub Feature 7 6 5 4 3 2 1 0

Parameter

P1 Pre-drive for Pre-drive for R DFE Coefficient
Read Write Control

P2 Reserved (0)

P3 Reserved (0)

P4 Reserved (0)

Table 8-19 Feature Address 27h, DFE

P1[2:0] for DFE Coefficient Control
000b (default) = disabled

001b = +1 step

010b = +2 steps

011b = +3 steps

100b = +4 steps (optional)
101b = +5 steps (optional)

110b +6 steps (optional)
111b = +7 steps (optional)

P1[5:4] for Pre-drive for Write (NAND DFE)
00b (default) = disabled

01b = Pre-drive 2UI
10b = Pre-drive 4UI (optional)
11b = Pre-drive 8UI (optional)

P1[7:6] for Pre-drive for Read (Controller DFE)
00b (default) = disabled

01b = Pre-drive 2UI
10b = Pre-drive 4UI (optional)
11b = Pre-drive 8Ul (optional)

8.11. FA 28h: Read Duty Cycle Adjustment (RDCA)

This register contains bits related to the Read Duty Cycle Adjustment (RDCA) feature.

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh) and
Reset LUN (FAh) commands.

Sub Feature 7 6 5 4 3 2 1 0
Parameter

P1 Reserved (0) RDCA Step Control

P2 Reserved (0)

P3 Reserved (0)

P4 Reserved (0)

Table 8-20 Feature Address 28h, RDCA

P1[4:0] for RDCA Step Control
00000b: Ostep (default)
00001b: +1step
00010b: +2steps
00011b: +3steps
00100b ~ 01111b: +4steps ~ +15steps (Optional)
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This register shall be supported if the target supports external Vpp as specified in the

10000b: Ostep
10001b: -1step
10001b: -2steps
10011b: -3steps

10100b ~ 11111b: -4steps ~ -15steps (Optional)

8.12. FA 30h: External Vpp Configuration

parameter page. This setting controls whether external Vpp is enabled.

The settings in this register are retained across Reset (FFh), Synchronous Reset (FCh)

and Reset LUN (FAh) commands. The power-on default is Oh for all fields.

Vpp must be valid prior to the Set Feature that enables Vpp.

Sub Feature

7 6 5 4 2 1 0

Parameter

P1 Reserved (0) Vpp
P2 Reserved (0)

P3 Reserved (0)

P4 Reserved (0)

Table 8-21 Feature Address 30h, VPP COnfiguration
Vpp Ob = External Vpp is disabled

8.13. FA 40h and FA 41h: Per-Pin VREFQ Offsets

This register contains bits related to the Per-Pin VREFQ Offsets feature.

The settings in these registers are retained across Reset (FFh), Synchronous Reset

1b = External Vpp is enabled

(FCh), and Reset LUN (FAh) commands.

Sub Feature

7 6 5 4 3 2 1 0
Parameter
P1 Vrefq Offset for DQ1 Vrefq Offset for DQO
P2 Vrefq Offset for DQ3 Vrefq Offset for DQ2
P3 Vrefq Offset for DQ5 Vrefq Offset for DQ4
P4 Vrefq Offset for DQ7 Vrefq Offset for DQ6

Table 8-22 Feature Address 40h, Per-Pin Vrefq Adjustment DQ0-DQ7
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Sub Feature 7 6 5 4 3 2 1 0
Parameter

P1 Reserved (0) Vrefq Offset for DBI
P2 Reserved (0)

P3 Reserved (0)

P4 Reserved (0)

Table 8-23 Feature Address 41h, Per-Pin Vrefq Adjustment DBI

For each Vrefq Offset setting in FA40h and FA41h:

0000b: 0 step offset (default)
0001b: +1 step offset

0010b: +2 steps offset

0011b: +3 steps offset

0100b — 0111b: +4 ~ +7 steps offset
1000b: O step offset

1001b: -1 step offset

1010b: -2 steps offset

1011b: -3 steps offset

1100b — 1111b: -4 ~ -7 steps offset

8.14. FA 58h: Volume Configuration (Conv. Protocol Only)

This setting is used in the Conv. Protocol to configure the Volume Address and shall be
supported for NAND Targets that indicate support for Volume Addressing in the parameter
page. After the Volume Address is appointed, the Volume is deselected until a Volume
Select command is issued that selects the associated Volume.

The host shall only set this feature once per power cycle for each Volume. The address
specified is then used in Select Volume commands for accessing this NAND Target.

Settings in this register are retained across Reset (FFh), Synchronous Reset (FCh), and
Reset LUN (FAh) commands. There is no default power-on value.

Sub Feature 7 6 5 4 3 2 1 0
Parameter
P1 Reserved Volume Address
P2 Reserved
P3 Reserved
P4 Reserved
Table 8-24 Feature Address 58h, Volume Address configuration
Volume Address Specifies the Volume address to appoint.
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9. Multi-plane Operations

A LUN may support multi-plane read, program and erase operations. Multi-plane operations are
when multiple commands of the same type are issued to different blocks on the same LUN. Refer
to section 6.7.1.28 for addressing restrictions with multi-plane operations. There are two methods
for multi-plane operations: concurrent and overlapped.

When performing multi-plane operations, the operations/functions shall be the same type. The
functions that may be used in multi-plane operations are:

e Page Program

e Copyback Read and Program

e Block Erase

e Read

9.1.Requirements

When supported, the plane address comprises the lowest order bits of the block address as
shown in Figure 3-3. The LUN address is required to be the same. The block address (other than
the plane address bits) may be required to be the same, refer to section 6.7.1.28. Some devices
or multi-plane operations may require page addresses to be the same as other multi-plane
operations in the multi-plane command sequence. Refer to the vendor datasheet for the multi-
plane operation restrictions applicable to the device.

For Copyback program operations, the restrictions are the same as for a multi-plane program
operation. However, Copyback reads shall be previously issued to the same plane addresses as
those in the multi-plane Copyback program operations. The reads for Copyback may be issued
non-multi-plane or multi-plane. If the reads are non-multi-plane then the reads may have different
page addresses. If the reads are multi-plane then the reads shall have the same page addresses.

Multi-plane operations enable operations of the same type to be issued to other blocks on the
same LUN. There are two methods for multi-plane operations: concurrent and overlapped. The
concurrent multi-plane operation waits until all command, address, and data are entered for all
plane addresses before accessing the Flash array. The overlapped multi-plane operation begins
its operation immediately after the command, address and data are entered and performs it in the
background while the next multi-plane command, address, and data are entered.

The plane address component of each address shall be distinct. A single multi-plane (cached)
program operation is shown in the figure below. Between “Multi-plane Op 1” and “Multi-plane Op
n”, all plane addresses shall be different from each other. After the 10h or 15h (cached) command
cycle is issued, previously issued plane addresses can be used in future multi-plane operations.

80h 11h 80h 11h 80h 10h
cmp “APPR>oup | | omp APPRZoyp | | omp APPRor 150
CMD
Multi-plane Op 1 Multi-plane Op 2 Multi-plane Op n

Figure 9-1 Multi-plane Program (Cache)

For multi-plane erase operations, the plane address component of each address shall be distinct.
A single multi-plane erase operation is shown in the figure below. Between “Multi-plane Op 1” and
“Multi-plane Op n”, all plane addresses shall be different from each other. After the DOh command
cycle is issued, previously issued plane addresses can be used in future multi-plane operations.

272



60h
CMD

D1h

<ADDR;> 11

60h
CMD

D1h
<ADDR,> -1

Multi-plane Op 1

Multi-plane Op 2

60h
CMD

DOh

<ADDR> -\

Multi-plane Op n

Figure 9-2 Multi-plane Erase

The plane address component of each address shall be distinct. A single multi-plane read (cache)
operation is shown in the figure below. Between “Multi-plane Op 1” and “Multi-plane Op n”, all
plane addresses shall be different from each other. After the 30h or 31h (cached) command cycle
is issued, previously issued plane addresses can be used in future multi-plane operations.

00h a2h | | oon 32h 00h 30
omp “APPRZovp | | emp *APPR2 ouvp cmp “APPR>or 31h
CMD

Multi-plane Op 1 Multi-plane Op 2 Multi-plane Op n

Figure 9-3 Multi-plane Read (Cache)
9.2. Status Register Behavior

Some status register bits are independent per plane address. Other status register bits are
shared across the entire LUN. This section defines when status register bits are independent per
plane address. This is the same for concurrent and overlapped operations.

For multi-plane program and erase operations, the FAIL/FAILC bits are independent per plane
address. The RDY and ARDY bits may be independent per plane address, see vendor datasheet.
The table below lists whether a bit is independent per plane address or shared across the entire
LUN for multi-plane operations.

Value 6 5 4 3 2 1 0
Status Register WP_n | RDY | ARDY | VSP | VSP | VSP | FAILC | FAIL
Independent VSP | VSP N N N Y Y

Table 9-1 Independent Status Register bits

9.3. Multi-plane Page Program

The Page Program command transfers a page or portion of a page of data identified by a column
address to the page register. The contents of the page register are then programmed into the
Flash array at the row address indicated. With a multi-plane operation, multiple programs can be
issued back-to-back to the LUN, with a shorter busy time between issuance of the next program
operation. The figure below defines the behavior and timings for two multi-plane page program
commands.

Cache operations may be used when doing multi-plane page program operations, as shown, if
supported by the target as indicated in the parameter page. Refer to section 6.7.1.27.
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| |
Cycle Type —( cMD XADDRXADDRXADDRXADDRXADDR)—( SN EENED ),( DIN )-( cMD >—

L tADL

DQx —{ son | cia f c2 ) R K Rea ) RISA — D:)A K ot ) K om 11|h

_ twB

<

»

tPLPBSY

SRI6]

(4]

| |
Cycle Type +{ cwp XADDRXADDRXADDRXADDRXADDR)—( o } o W own W own b{omp )}

tADL

DQx HPre Y c1s | c2 ¥ R1s ¥ R2s ) RI;B — D:)B W o1a . W one 1(I)h b

_ twB

< »

tPROG

SR[6]

Notes:

N—

Figure 9-4 Multi-plane Page Program Timing

1. There are two forms of Multi-plane Page Program. ONFI 1.x and 2.x revisions have
defined all first cycles for all program sequences in a Multi-plane Page Program as 80h.
The ONFI-JEDEC Joint Taskgroup has defined the subsequent first cycles after the initial
program sequence in a Multi-plane Page Program as 81h. Refer to the parameter page
to determine if the device supports subsequent first cycles in a program sequence as

81h.

2. NAND vendors may remove tPLPBSY busy time, keeping SR[6] HIGH between multi-
plane sequences, and instead require the host to provide a vendor specific fixed delay
between multi-plane sequences (see vendor datasheet).

C1a-C2a
R1a-R3a
DOA-Dna
PRG

C1s-C28
R1s-R3s

DO0g-Dne

Column address for page A. C1a is the least significant byte.
Row address for page A. R1a is the least significant byte.
Data to program for page A.

80h or 81h. Refer to Note 1.

Column address for page B. C1s is the least significant byte.
Row address for page B. R1s is the least significant byte.

Data to program for page B.

The row addresses for page A and B shall differ in the plane address bits.

Finishing a multi-plane program with a command cycle of 15h rather than 10h indicates that this
is a cache operation. The host shall only issue a command cycle of 15h to complete a multi-plane
program operation if program cache is supported with multi-plane program operations, as
described in section 6.7.1.27.
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9.4. Multi-plane Copyback Read and Program

The Copyback function reads a page of data from one location (via a Copyback Read) and then
moves that data to a second location (via a Copyback Program). Copyback Read and Copyback
Program may support multi-plane operations.

The figure below defines the behavior and timings for two Copyback non-multi-plane read
sequences. The plane addresses used for the Copyback Read (regardless of non multi-plane or
multi-plane) shall be the same as the plane addresses used in the subsequent multi-plane
Copyback Program operations.

Cycle Type ~ cMp | ADDR ) ADDR ) ADDR ) ADDR } ADDR )} cMD )

|
DQx—< 00h X Cla X C2a >< R1a >< R2x X R34 >< 35h >

_ twB

«

sw —
[A]
Cycle Type — cmp f AbbR | ADDR | ADDR ¥ ADDR J ADDR } cMD }—————

»
»

|
DQx —{ oon { cte | c2s { Rts Y Res Y R3s ) 350 b—n—

| twB

<

B
L

R

SRI6] N

Figure 9-5 Non Multi-Plane Copyback Read Timing

C1a-C2a  Column address for source page A. C1a is the least significant byte.
R1a-R3a Row address for source page A. R1a is the least significant byte.
C1s-C28 Column address for source page B. C1s is the least significant byte.

R18-R3s Row address for source page B. R1s is the least significant byte.

The row addresses for all source pages shall differ in their plane address bits.

The following figure defines the behavior and timings for a Multi-plane Copyback Read operation.
The plane addresses used for the Copyback Read (regardless of non multi-plane or multi-plane)
shall be the same as the plane addresses used in the subsequent multi-plane Copyback Program
operations.
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Cycle Type « cMp Y Appr ) ADDR ) ADDR ) ADDR ¥ ADDR ) cMD )

|
DQx—< 00h X Cla X C2a X R1a X R2a X R3a X 32h )

tWB

1
-«

.
| tPLRBSY

SR[6]

Cycle Type —_ cMp | ADDR | ADDR ) ADDR ) ADDR )} ADDR ) cMD )

|
DQx ——( 00h X Cls X C2s X R1s X R2g X R3g X 35h )

tWB

>

1
-«

tR

SRie o

Figure 9-6 Multi-plane Copyback Read Timing

C1a-C2a Column address for source page A. C1a is the least significant byte.
R1a-R3a Row address for source page A. R1a is the least significant byte.
C1s-C28 Column address for source page B. C1g is the least significant byte.
R18-R3s Row address for source page B. R1s is the least significant byte.
The row addresses for all source pages shall differ in their plane address bits. The source page
addresses shall be the same for multi-plane reads.

The following figure defines the behavior and timings for a Multi-plane Copyback Program
operation:
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Cycle Type ~ cmp ) AbpR | ADDR | ADDR ) ADDR ) ADDR ) cMD )

|
DQx—< 85h X Cle X C2¢ >< Ric >< R2¢ X R3¢ >< 11h )

| tWB |
< »| tPLPBSY

SR[6]

[A]

Cycle Type | ( cmp {'aooR ) ADDR ) ADDR ) ADDR ) ADDR } cMD }

|
DQXx ——< PRGX Clo X C2o >< R1o >< R2o X R3p X 10h }

_ twB

»
« >

tPROG

SR[6] ‘—T

Figure 9-7 Multi-plane Copyback Program

Notes:

1. There are two forms of Multi-plane Copyback Program. ONFI 1.x and 2.x revisions have
defined all first cycles for all program sequences in a Multi-plane Copyback Program as
85h. The ONFI-JEDEC Joint Taskgroup has defined the subsequent first cycles after the
initial Copyback Program sequence in a Multi-plane Copyback Program as 81h. Refer to
the parameter page to determine if the device supports subsequent first cycles in a Multi-
plane Copyback Program sequence as 81h.

2. NAND vendors may remove tPLRBSY & tPLPBSY busy times, keeping SR[6] HIGH
between multi-plane sequences, and instead require the host to provide a vendor specific
fixed delay between multi-plane sequences (see vendor datasheet).

C1c-C2c  Column address for destination page C. C1c is the least significant byte.
R1¢c-R3c  Row address for destination page C. R1c is the least significant byte.
PRG 85h or 81h. Refer to Note 1.

C1p0-C2p Column address for destination page D. C1p is the least significant byte.
R1p-R3p Row address for destination page D. R1p is the least significant byte.

The row addresses for all destination pages shall differ in their plane address bits. The page
address for all destination addresses for multi-plane copyback operations shall be identical.
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9.5. Multi-plane Block Erase

Figure 9-8 defines the behavior and timings for a multi-plane block erase operation. Only two
operations are shown, however additional erase operations may be issued with a 60h/D1h
sequence prior to the final 60h/D0h sequence depending on how many multi-plane operations the
LUN supports.

The ONFI-JEDEC Joint Taskgroup has defined a modified version of multi-plane block erase,
where subsequent row addresses specifying additional blocks to erase are not separated by D1h
commands. This definition is shown in Figure 9-9. Refer to the parameter page to determine if the
device supports not including the D1h command between block addresses.

Cycle Type —{ cmp H Apor { Ao H Aor H cmp }———— cmp }{ AppR H AR }{ AR H omp }————————
| |
DQ[7:0] —{ 6o H Ria H Res H Rav H ot b——— oon W Rts H Res H Ras W ooh b
WB WB

At At

 PlipLess N BERS

SRI6] N

Figure 9-8 Multi-plane Block Erase Timing

Cycle Type —{ cmp }{ aor H aoor H aoor H cup H apor 4 apor H apor { cvo )

|
DQ[7:0] —{ e H Rix K R H Rax H 6on H Ris H Ros H R } pon )

PRUL

al

tBERS

& [

y
N

SR[6]

Figure 9-9 Multi-plane Block Erase Timing, ONFI-JEDEC Joint Taskgroup Primary
Definition

R1a-R3a Row address for erase block A. R1a is the least significant byte.

R18-R3s Row address for erase block B. R1s is the least significant byte.
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9.6. Multi-plane Read

The Read command reads a page of data identified by a row address for the LUN specified. The page of
data is made available to be read from the page register starting at the column address specified. With a
multi-plane operation, multiple reads can be issued back-to-back to the LUN, with a shorter busy time
between issuance of the next read operation.

Cache operations may be used when doing multi-plane read operations, as shown, if supported by the
target as indicated in the parameter page. Refer to section 6.7.1.27.

Change Read Column Enhanced shall be issued prior to reading data from a LUN. If data is read without
issuing a Change Read Column Enhanced, the output received is undefined.

NAND vendors may remove tPLEBSY, tPLPBSY and tPLRBSY busy times, keeping SR[6] HIGH between
multi-plane sequences, and instead require the host to provide a vendor specific fixed delay between
multi-plane sequences (see vendor datasheet).

The figure below defines the behavior and timings for issuing two multi-plane read commands:

(A]

Cycle Type —{ cmp H ADDR H{ ADDR H ADDR 1 ADDR H ADDR H cmD )

|
DQx—< 00h >—< Cla >-< C24 >-< Ria H R2a >-< R3a >—< 32h }

tWB

P

tPLRBSY

SRI6]

(4]

Cycle Type —H{ cmp H AbDR H ADDR | ADDR }{ ADDR H ADDR hf cup )

|
DQx - oon >—< cls H 2 H Ris >-< R2s H Rss M 3on )

| tWB |

« »

A

SRI[6]

Figure 9-10 Multi-plane Read Timing

C1a-C2a Column address for page A. C1a is the least significant byte.
R1a-R3a Row address for page A. R1a is the least significant byte.
C1s-C2s8 Column address for page B. C1s is the least significant byte.

R1s-R3s Row address for page B. R1s is the least significant byte.

The row addresses for page A and B shall differ in the plane address bits.
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The figure below defines the behavior and timings for reading data after the multi-plane read commands
are ready to return data:

| |
Cycle Type { cwp { cvp ) aooR ) aooR ) apor )} AooR Y apor ) cm }—{bou }{ pout )

tCCS

<& »
<

DQx { 30n (06h>(C1><CZ><R1XRZXRSXEloh>—<D|n>_<Dn+1>_

tRR
< tWB PN

L

v

SR[6]

Figure 9-11 Multi-plane Read Data Output With Change Read Column Enhanced Timing

C1-C2 Column address to read from. C1 is the least significant byte.

R1-R3 Row address to read from (specifies LUN and plane address). R1 is the least
significant byte.

Dn Data bytes read starting with addressed row and column.

The row address provided shall specify a LUN and plane address that has valid read data.

For Multi-plane Read Cache Sequential operations, the initial Multi-plane Read command issue is
followed by a Read Cache confirmation opcode 31h, as shown in the figure below:

As defined for
Multi-plane Read

B D

Cycle Type - cmD { cmD )

I

DQx +H 30

| twB BRI ws
tR b

&
P
L:r

4
A 4
v

\ 4

A
\ 4

SR[6]

s FRCBSY

Figure 9-12 Multi-plane Read Cache Sequential Timing

For Multi-plane Read Cache Random operations, the initial multi-plane Read command issue is followed

by another Read Multi-plane command sequence where the last confirmation opcode is 31h, as shown in
the following figure:
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Cycle Type —{ cmp H appR }H{ AbbR H ADDR }H ADDR H ADDR h{ cmp )

|
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_ twB

<

tRR

A 4
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»
»

SR[6]

Figure 9-13 Multi-plane Read Cache Random Timing

C1c-C2c  Column address for page C. C1c is the least significant byte.
R1c-R3c  Row address for page C. R1c is the least significant byte.
C1p-C2p Column address for page D. C1p is the least significant byte.

R1p-R3p Row address for page D. R1p is the least significant byte.

The row addresses for page C and D shall differ in the plane address bits.

For Multi-plane Read Cache operations, two data output operations follow each Multi-plane Read Cache
operation. The individual data output sequences are described in Figure 9-11. Prior to the last set (i.e.
two) data output operations, a Read Cache End command (3Fh) should be issued by the host.
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10. APPENDIX: Sample Code for CRC-16 (Informative)

This section provides an informative implementation of the CRC-16 polynomial. The example is intended as an aid in verifying an implementation
of the algorithm.

int main (int argc, char* argv([])
{
// Bit by bit algorithm without augmented zero bytes
const unsigned long crcinit = 0x4F4E; // Initial CRC value in the shift register
const int order = 16; // Order of the CRC-16
const unsigned long polynom = 0x8005; // Polynomial
unsigned long i, J, c, bit;
unsigned long crc = crcinit; // Initialize the shift register with O0x4F4E
unsigned long data in;
int dataByteCount = 0;
unsigned long crcmask, crchighbit;
crcmask = ((((unsigned long)l<<(order-1))-1)<<1) |1;
crchighbit = (unsigned long)l<<(order-1);

// Input byte stream, one byte at a time, bits processed from MSB to LSB
printf ("Input byte value in hex(eg. 0x30):");

printf ("\n");

while (scanf ("%x", &data in) == 1)

{ c = (unsigned long)data in;
dataByteCount++;
for (3=0x80; j; j>>=1)
{bit = crc & crchighbit; crc<<= 1; if (c & j) bit"= crchighbit; if (bit) crc”= polynom; }
crc&= crcmask; printf ("CRC-16 value: 0x%x\n", crc); } printf ("Final CRC-16 value: 0x%x, total data

bytes: $d\n", crc, dataByteCount); return 0;}
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11. APPENDIX: ICC/ICCQ Measurement Methodology
11.1. Conv. Protocol ICC Measurement Methodology

This section defines the technique used to measure the ICC parameters defined in section 2.10 for the Conv. Protocol.

The common testing conditions that shall be used to measure the DC and Operating Conditions are defined in the table below:

Parameter Testing Condition
1. Vcc = Vee(min) to Vec(max)
2. VceQ = VeeQ(min) to VecQ(max)
3. CE_Ln=0V
4. WP_n=VccQ
5. IOUT =0mA
s 6. Measured across operating temperature range
General conditions 7. N data input or data output cycles, where N is the number of bytes or words in the page
8. No multi-plane operations.
9. Sample a sufficient number of times to remove measurement variability.
10. Sample an equal ratio of page types that exist in a block. A page type is a group of page addresses

and is commonly referred to as upper or lower page (or middle page for 3 bits per cell devices).
11. Choose the first good even/odd block pair beginning at blocks 2-3

ggg},’ preconditioning for ICC1, ICC2, and The array is preconditioned with vendor required random data pattern.

ICC1: tR = tR(max)
ICC2: tPROG = tPROG(max)
ICC3: tBERS = tBERS(max)

Fixed wait time
(no R/B_n polling)

Table 11-1 Conv. Protocol Common Testing Conditions for ICC

The testing conditions that shall be used to measure the DC and Operating Conditions are defined in the table below:
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Parameter

NV-LPDDR4 (LTT) / NV-LPDDR4 with VccQL (PI-LTT)

AC Timing Parameters

tWC = tWC(min)
tRC = tRC(avg)

tDSC = tDSC(avg)
tADL = ~tADL(min)
tCCS = ~tCCS(min)

Bus idle data pattern

DQ[7:0] = FFh

Repeated data pattern
(Used for ICC4R, ICCQ4R, ICCQ4W

and ICC4w)

DQ[7:0] = A5h, AAh, 5Ah, 55h

NOTES:

1. The value of tCK(avg), tRC(avg), and tDSC(avg) used should be the minimum value of the timing modes supported for the device.
2. |ICCQ4R testing is performed with default drive strength setting.

Table 11-2 Conv. Protocol Data Interface Specific Testing Conditions for ICC

The following figures detail the testing procedure for ICC1, ICC2, ICC3, ICC4R, ICC4W, and ICC5:

| |
ADDR | ADDR - ADDR }-{ ADDR { ADDR H CMD { IDLE }—— 1
|

' I
Cycle Type ‘i—( CMD )—(
|

Minimum cycle time between command, address cycles

DQx H

OOhHOOhHOOhHm)-(R2)-(R3)-(30hHFFh

A

.
Lt

|
|
R/B_n !
|
|

Repeat to gather sufficient ICC samples to remove measurement variability

>—r

tR(max) >

Figure 11-1 Conv. Protocol ICC1 Measurement Procedure

To calculate the active current for ICC1, the following equations may be used.
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tR(typ) ] tR(max) — tR(typ)
m Iccl(active) + tR(max) Icc5

Iccl(measured) =

Iccl(measured) X tR(max) Icc5 X tR(max)

cc5
tR(typ) tR(typ)

Iccl(active) =

' | | |
Cycle Type { cup )—(ADDRHADDR)—(ADDRHADDR)—(ADlDRH DLE N DI|N HENNENECN T
|

I ‘Minimum cycle time between command, address cycles tADL gycle(min
hl >

DQX—:—(SOh)—(OOhHOOh)—(m )—(RZ)—(RB)—(FFh)—(DO)-( XDn)—(wh)-(FFh)
| | | | tWB

|
! < > tPROG(max)
R/B_n | \ T
| |
I Repeat to gather sufficient ICC samples to remove measurement variability L
[ »|
Figure 11-2 Conv. Protocol ICC2 Measurement Procedure
To calculate the active current for ICC2, the following equations may be used.
tio tPROG (typ) tPROG (max) — tPROG (typ)
Icc2 d) = Icc4 Icc2(acti Icch
cc2(measured) tl0 + tPROG (max) coaw + tl0 + tPROG (max) cc2(active) + tl0 + tPROG (max) c«

Icc2(measured) X (tI0 + tPROG (max)] tI0 X Iccdw  Icc5 X tPROG (max)
tPROG (typ) tPROG (typ) tPROG (typ)

Icc2(active) = + Iccs

For the NV-LPDDR4 (LTT) and NV-LPDDR4 with VccQL (PI-LTT) data interfaces, the tIO value is calculated as:
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t/O= NAND Page Size(bytes) x (1/2 tDSC(avg))

' I | !
! |
Cycle Type T< cmp 1 AppR J-{ AbDR }{ ADDR - cmp H{ ipLE )—:—

Min time between command, address cycles
dl

DQ[7:0] 4'—( 60‘h H Rt H R H Re M |;Oh H_ Fen )—;—
| tWB :

i
l Ll

|| o IBERS(max)

Repeat to gather sufficient ICC samples to remove measurement variability

R/B_n

| -y
>

>
hl

Figure 11-3 Conv. Protocol ICC3 Measurement Procedure

To calculate the active current for ICC3, the following equations may be used.

1ec3 d) = tBERS (typ) Iec3(active) + tBERS(max) — tBERS(typ) .
cc3(measured) = tBERS (max) cc3(active tBERS (max) cc

Icc3(measured) X tBERS(max) Icc5 X tBERS(max)

_ Icc5
tBERS(typ) tBERS (typ) e

Icc3(active) =
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A

| |
Cycle Type —{ cmp { ADDR H ADDR H{ ADDR H{ ADDR }{ ADDR H{ cMD H{ IDLE }———+—

Minimum cycle time between command, address cycles

DQx —{ OOh )-( ooh M ooh W Rt M Rz H Rs M 30n H AL —

W

hl

.
Ll

| g tR(max) |

R/B n ) gin

A

| | | |
Cycle Type +{ cmp { ApDR { ADDR ¥ cmp )} IbLE  { DOUT H{ DOUT H{DOUT H IDLE }—

Min time between tCcCS tRHW

, command, address cycles , [« <
| Ll

DQx ——( 0|5h X 00h )( 00h )( E|Oh )( FFh X DO H H Dn H FFh )_

\ 4

R/B_n

Repeat to gather sufficient ICC samples to remove measurement variability

A

Figure 11-4 Conv. Protocol ICC4R and ICCQ4R Measurement Procedure

NOTE: If the NAND vendor requires the use of Change Read Column Enhanced command for outputting data from the NAND page register, then
Change Read Column Enhanced command shall be used for ICC4R and ICCQ4R measurements.
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[A]

| |
Cycle Type —{ cmp | Abor 4 ADDR H ADDR H ADDR H{ ADDR M IDLE }+—

Minimum cycle time between command, address cycles
d

DQx —{ 8|0h H oon H oon H R H RrRe N R|3 W Fen M-

R/B_n

A

|
Cycle Type - cvp )—(ADDR)—(ADlDRH oLe { DI|N H oin DI|N b

1
Min time between
,_cmd, addr cycles “ »

Cycle(min
ycle(min)

DQx -H 85h H oon H OOh H rrn N Dr H . H D|n ):

R/B_n

| Repeat to gather sufficient ICC samples to remove measurement variability

|-
>

Figure 11-5 Conv. Protocol ICC4W and ICCQ4W Measurement Procedure

NOTE: NAND Vendors may require the host to issue an 11h command to end the 80h sequence first, wait either tPLPBSY time or a vendor
specific fixed delay prior to issuing the Change Write Column or Change Row Address command (see vendor datasheet).
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—:( IDLE )%—
"k FFh )i_

Repeat to gather sufficient ICC samples to remove measurement variability |

) L

Figure 11-6 Conv. Protocol ICC5 Measurement Procedure
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11.2. SCA Protocol Icc/lccQ Measurement Methodology

This section defines the technique used to measure the ICC parameters defined in section 2.10
for the SCA Protocol.

The common testing conditions that shall be used to measure the DC and Operating Conditions
are defined in the table below:

Parameter Testing Condition

SCA protocol is enabled

Vce = Vee(min) to Vec(max)

VeeQ = VeeQ(min) to VecQ(max)

WP_n =VccQ

IOUT =0 mA

Measured across operating temperature range

N data input or data output cycles, where N is the number of bytes

or words in the page

No multi-plane operations.

Sample a sufficient number of times to remove measurement

variability.

10. Sample an equal ratio of page types that exist in a block. A page
type is a group of page addresses and is commonly referred to as
upper or lower page (or middle page for 3 bits per cell devices).

11. Choose the first good even/odd block pair beginning at blocks 2-3

12. DBl is disabled

Nooakwh=

General conditions

© ®

Array preconditioning for
Ice1, lec2, and lcc3, lccQ1, The array is preconditioned with vendor required random data pattern.
lccQ2, IccQ3, Isb and IsbQ

Table 11-3 SCA Protocol Common Testing Conditions for ICC

The testing conditions that shall be used to measure the DC and Operating Conditions are
defined in the table below:

Parameter NV-LPDDR4 (LTT) / NV-LPDDR4 with VccQL (PI-LTT)

tCACI = tCACI(min)
tCDL = tCDL(min)
tCCS = tCCS(min)
tDSC = tDSC(avg)
tLUNSEL_CA = tLUNSEL_CA (min)
tRC = tRC(avg)

AC Timing Parameters

Repeated data pattern
(Used for Icc4R,

IccQ4R, IccdW and DQ[7:0] = Randomized data pattern as required by NAND vendor array

IlccQ4W)
NOTES:
1. The value of tRC(avg), and tDSC(avg) used should be the minimum value of the timing modes supported for
the device.

2. lccQ4R testing is performed with default drive strength setting.

Table 11-4 SCA Protocol Data Interface Specific Testing Conditions for ICC

The following figures detail the testing procedure for Icc1, lcc2, Icc3, Icc4R, lccdW, lcch, Isb,
IccQ1, lccQ2, IccQ3, lccQ4R, lccQ4W, lccQb5, I1sbQ:
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Figure 11-9 SCA Protocol Icc3 and lccQ3 Measurement Procedure
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Figure 11-10 SCA Protocol Icc4R and IccQ4R Measurement Procedure
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Figure 11-11 SCA Protocol lcc4W and lccQ4W Measurement Procedure
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12. APPENDIX: Measuring Timing Parameters to/from Tri-State

There are several timing parameters that are measured to or from when:
e The device is no longer driving the NAND bus or a tri-state (hi-Z) condition
e The device begins driving from a tri-state (hi-Z) condition

Examples of such timing parameters are: tDQSD, tDQSHZ, tCHZ.

This appendix defines a two-point method for measuring timing parameters that involve a tri-state
condition. The figure below defines a method to calculate the point when the device is no longer
driving the NAND bus or begins driving by measuring the signal at two different voltages. The
voltage measurement points are acceptable across a wide range (x = 20 mV up to x < 1/4 of
VeeQ). The figure uses tDQSHZ and tDQSD as examples. However, the method should be used
for any timing parameter that specifies that the device output is no longer driving the NAND bus
or specifies that the device begins driving the NAND bus from a tri-state condition.

/ \ VoH - xmV VT + 2xmV /

VoH - 2xmV V1T + xmV V/
< tDQsD (DQS), tDQSD (DQ)

VoL + 2xmV V1T - XxmV _”_\

\ / VoL + xmV VT - 2xmV
T2

T

tDQsHz (DQS), tDQSHZ (DQ)

tDQSHZ (DQS), tDQSHZ (DQ) end point =2 x T1 -T2 1DQSD (DQS), IDQSD (DQ) begin point =2 x T1- T2

Figure 12-1 Two-point Method for Measuring Timing Parameters with Tri-state Condition
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